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Abstract

This thesis deals with the analysis, modeling, and control of the doubly-fed induc-

tion machine used as a wind turbine generator. The energy efficiency of wind turbine

systems equipped with doubly-fed induction generators are compared to other wind

turbine generator systems. Moreover, the current control of the doubly-fed induction

generator is analyzed and finally the sensitivity of different current controllers with

respect to grid disturbances are investigated.

The energy efficiency of a variable-speed wind turbine system using a doubly-fed in-

duction generator is approximately as for a fixed-speed wind turbine equipped with an

induction generator. In comparison to a direct-driven permanent-magnet synchronous

generator there might be a small gain in the energy efficiency, depending on the average

wind-speed at the site. For a variable-speed wind turbine with an induction generator

equipped with a full-power inverter, the energy efficiency can be a few percentage units

smaller than for a system with a doubly-fed induction generator.

The flux dynamics of the doubly-fed induction machine consist of two poorly

damped poles which influence the current controller. These will cause oscillations,

with a frequency close to the line frequency, in the flux and in the rotor currents. It

has been found that by utilizing a suggested method combining feed-forward compen-

sation and “active resistance”, the low-frequency disturbances as well as the oscillations

are suppressed better than the other methods evaluated.

The maximum value of the rotor voltage will increase with the size of a voltage dip.

This means that it is necessary to design the inverter so it can handle a desired value

of a voltage dip. For the investigated systems the maximum rotor voltage and current,

due to a voltage dip, can be reduced if the doubly-fed induction machine is magnetized

from the stator circuit instead of the rotor circuit. Further, it has been found that

the choice of current control method is of greater importance if the bandwidth of the

current control loop is low.
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Chapter 1

Introduction

1.1 Background

The Swedish Parliament adopted new energy guidelines in 1997 following the trend of

moving towards an ecologically sustainable society. The energy policy decision, states

that the objective is to facilitate a change to an ecologically sustainable energy pro-

duction system. The decision also confirmed that the 1980 and 1991 guidelines still

applies, i.e., that the nuclear power production is to be phased out at a slow rate so

that the need for electrical energy can be met without risking employment and welfare.

The first nuclear reactor of Barsebäck was shut down 30th of November 1999. Nuclear

power production shall be replaced by improving the efficiency of electricity use, con-

version to renewable forms of energy and other environmentally acceptable electricity

production technologies [15]. According to [15] wind power can contribute to fulfilling

several of the national environmental quality objectives decided by Parliament in 1991.

Continued expansion of wind power is therefore of strategic importance. The Swedish

National Energy Agency suggest that the planning objectives for the expansion of wind

power should be 10 TWh/year within the next 10–15 years [15]. In Sweden, by end

of 2002, there were 328 MW of installed wind power, corresponding to 1 % of the

total installed electric power in the Swedish grid [13]. These wind turbines produced

0.6 TWh, corresponding to 0.4 % of the total production of electrical energy in 2002

[17]. In Denmark there were 2.49 TW of installed wind power in 2001, corresponding

to 20 % of the total installed electric power in the Danish grid. These Danish wind

turbines produced 4 TWh of electrical energy in 2001 [16].

Wind turbines can either operate at fixed speed or variable speed. For a fixed-speed

wind turbine the generator is directly connected to the electrical grid. For a variable-

speed wind turbine the generator is controlled by power electronic equipment. There

are several reasons for using variable-speed operation of wind turbines, among those

are possibilities to reduce stresses of the mechanical structure, acoustic noise reduction

and the possibility to control active and reactive power [4]. Most of the major wind
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turbine manufactures are developing new larger wind turbines in the 3-to-6-MW range

[2]. These large wind turbines are all based on variable-speed operation with pitch

control using a direct-driven synchronous generator (without gear box) or a doubly-fed

induction generator. Fixed-speed induction generators with stall control are regarded

as unfeasible [2] for these large wind turbines. Today, variable-slip, i.e., the slip of the

induction machine is controlled with external rotor resistances, or doubly-fed induction

generators are most commonly used by the wind turbine industry (year 2002) for larger

wind turbines [2].

The major advantage of the doubly-fed induction generator, which has made it

popular, is that the power electronic equipment only has to handle a fraction (20–

30 %) of the total system power [23, 44, 76]. This means that the losses in the power

electronic equipment can be reduced in comparison to power electronic equipment that

has to handle the total system power as for a direct-driven synchronous generator,

apart from the cost saving of using a smaller converter.

1.2 Review of Related Research

According to [5] the energy production can be increased by 2–6 % for a variable-speed

wind turbine in comparison to a fixed-speed wind turbine, while in [77] it is stated

that the increase in energy can be 39 %. In [45] it is shown that the gain in energy

generation of the variable-speed wind turbine compared to the most simple fixed-speed

wind turbine can vary between 3–28 % depending on the site conditions and design

parameters.

Calculations of the energy efficiency of the doubly-fed induction generator system,

has been presented in several papers, for instance [35, 53, 63]. A comparison to other

electrical systems for wind turbines are, however, harder to find. One exception is

in [9], where Datta et al. have made a comparison of the energy capture for different

schemes of the electrical configuration, i.e., fixed-speed wind turbine using an induction

generator, full variable-speed wind turbine using an inverter-fed induction generator,

and a variable-speed wind turbine using an doubly-fed induction generator. According

to [9] the energy capture can be significantly enhanced by using a doubly-fed induction

machine as a generator and the increased energy capture of a doubly-fed induction

generator by over 20 % with respect to a variable-speed system using a cage rotor in-

duction machine and by over 60 % in comparison to a fixed-speed system. Aspects such

as the wind distribution, electrical and mechanical losses of the systems were neglected

in that study.

Control of the doubly-fed induction machine is more complicated than the control of

a standard induction machine and has all the limitations that the line-fed synchronous

generator has, e.g., starting problem, synchronization and oscillatory transients [42].
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Wang et al. [72] have by simulations found that the flux is influenced both by load

changes and stator power supply variations. The flux response is a damped oscillation

and the flux and rotor current oscillate more severely when the speed is increasing

compared to when the speed is decreasing. Heller et al. [29] have investigated the

stability of the doubly-fed induction machine mathematically. They have shown that

the dynamics of the doubly-fed induction machine have poorly damped eigenvalues

with a corresponding natural frequency near the line frequency and that the system

is unstable for certain operation conditions. These poorly damped poles will influence

the current through the back emf. However, it has not been found in the literature

any evaluation of the performance of different current control laws with respect to

eliminating the influence of the back emf in the rotor current.

The flux oscillations can be damped in some different ways. One method is to

reduce the bandwidth of the current controllers [29]. Wang et al. [72] have introduced

a flux differentiation compensation that improves the damping of the flux. Kelber et

al. [38] have used another possibility; to use an extra inverter that substitutes the star

point of the stator winding, i.e., an extra degree of freedom is introduced that can be

used to actively damp out the flux oscillations. Kelber has in [37] made a comparison

of different methods of damping the flux oscillations. It was found, in the reference,

that the methods with a flux differentiation compensation and the method with an

extra inverter manage to damp out the oscillations best.

The response of the doubly-fed induction machine to grid disturbances, is a subject

rarely treated in the literature. One exception is Kelber in [37]. Kelber concluded that

it is necessary to actively damp the flux oscillations either with a flux differentiation

compensation or use an extra inverter in the star point of the stator winding. However,

Kelber has mainly focused on the “quality” of the damping and how fast a grid distur-

bance is damped out for different types of flux dampers. But, how the magnitude of the

currents in the rotor circuit depends on aspects such as the bandwidth of the current

control loop and the size of the grid disturbances was not presented. The magnitude

of the rotor current due to a grid disturbance is of importance since the magnitude

must not exceed the rated value of the inverter. If the magnitude of the rotor current

reaches the rated value, a “crow-bar” must short-circuit the rotor circuit in order to

protect the inverter.

1.3 Contributions

The contribution of this thesis are:

• An energy efficiency comparison of electrical systems for wind turbines is pre-

sented in Chapter 3. The investigated systems are one fixed-speed induction

generator system and three variable-speed systems. The variable-speed systems

are: a doubly-fed induction generator, an induction generator (with a full-power
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inverter) and a direct-driven permanent-magnet synchronous generator system.

Important electrical and mechanical losses of the systems are included in the

study.

• Analysis of the performance of different current controllers for the doubly-fed

induction generator, is presented in Section 6.1. Further, the influence of the

back emf on the rotor current for the different current controllers are investigated.

Finally, the obtained results are verified by measurements.

• Investigation of the ability of the doubly-fed induction machine to withstand dis-

turbances in the electrical grid, i.e., the maximum rotor current and voltage due

to a voltage dip are simulated. Aspects such as the current control method, the

bandwidth of the current control loop and the dip are included in the investiga-

tion. This is presented in Section 6.4.

1.4 Outline

This thesis is organized as follows:

Chapter 2 Description of properties of the wind and how the wind is transformed to

mechanical power. Finally, different wind turbine concepts are described.

Chapter 3 A theoretical investigation of the energy efficiency for the electrical sys-

tems of a wind turbine with a doubly-fed induction generator compared others

is presented.

Chapter 4 Presentation of steady-state induction machine models. Further, the op-

erational profile (speed–torque characteristics) of the induction machine and how

it is possible to affect its characteristic is presented.

Chapter 5 In this chapter, dynamic model and control aspects of the induction ma-

chine is presented. Vector control of the doubly-fed induction machine is more

thoroughly described.

Chapter 6 Analysis of the performance of different current controllers for the doubly-

fed induction generator. Further, investigation of the response of the doubly-fed

induction machine to grid disturbances.

Chapter 7 The conclusion is presented.

Chapter 8 The proposed future work is presented.
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Chapter 2

Wind Turbines

This chapter serves as a tutorial, where properties of the wind, aerodynamic conversion

and different wind turbine concepts are described. The purpose is to describe the theory

and concepts that will be used later on and to introduce the reader not acquainted with

the subject. The interested reader can find more information in, for example, [4, 36].

2.1 Properties of the Wind

In this section the properties of the wind, which are of interest in this thesis, will

be described. First the wind distribution, i.e., the probability of a certain average

wind speed, will be presented. The wind distribution can be used to determine the

expected value of certain quantities, e.g. produced power. In order to simulate the

rapid continuous changes in the wind speed, i.e., turbulence, a model employing power

spectral density will be used.

2.1.1 Wind Distribution

The annual average wind speed is an extremely important factor for the output power

of a wind turbine. The average wind speed on a shorter time basis is, apart from the

annual wind speed, also dependent on the distribution. It has been found that the

wind distribution can be described by the Weibull probability density function [36].

The Weibull distribution is described by the following probability density function

f(w) =
k

c

(w

c

)k−1

e−(w/c)k

(2.1)

where k is a shape parameter, c is a scale parameter, and w is the wind speed. Thus,

the average wind speed (or the expected wind speed) can be calculated from

wave =

∫

∞

0

wf(w)dw =
c

k
Γ
(1

k

)

(2.2)

where Γ is Euler’s gamma function, i.e.,

Γ(z) =

∫

∞

0

tz−1e−tdt. (2.3)
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If the shape parameter equals 2 in the Weibull distribution it is known as the Rayleigh

distribution. (The advantage of using the Rayleigh distribution is that it only depends

on the average wind speed.) In Figure 2.1 the wind speed probability density function

of the Rayleigh distribution is plotted. The average wind speeds in Figure 2.1 are
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Figure 2.1: Probability density of the Rayleigh distribution. The average wind speeds

are 5.4 m/s (solid), 6.8 m/s (dashed) and 8.2 m/s (dotted).

5.4 m/s, 6.8 m/s, and 8.2 m/s. A wind speed of 5.4 m/s corresponds to a medium

wind site in Sweden, according to [64], while 8–9 m/s are wind speeds available at sites

located outside the Danish west coast [34]. For the Rayleigh distribution, the scale

factor, c, given the average wind speed can be found from (k=2, and Γ( 1
2
) =

√
π)

c =
2√
π
wave. (2.4)

2.1.2 Wind Simulation

On a very short time basis, from minutes down to fraction of seconds, the wind varies

continuously, which is called turbulence. To be able to calculate the wind speed at the

wind turbine, a model of the turbulence power spectral density is thus needed. One

commonly used spectral density function is the Kaimal spectral density function [69]

S(f) =
( 0.4

ln(z/z0)

)2 105zw0
(

1 + 33fz
w0

)5/3
(2.5)

where S is the single-sided longitudinal velocity component spectrum, f is the fre-

quency, z is height above ground, z0 is the surface roughness coefficient, and w0 is
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the average wind velocity at hub height. It is possible to use other turbulence power

spectral densities as well, such as the Frost and the von Karman Spectrum [69]. The

wind speed also varies in space, so different blades and blade segments are passed by

slightly different wind speeds at each time instant. In [69] a method (the “Sandia”

method) for calculating a 3D wind field, suitable for horizontal axis wind turbines, is

presented and in [74] it is described how to generate the wind field with a minimum of

computation.

2.2 Aerodynamic Conversion

The air flow over a stationary airfoil causes a lift force, FL, and a drag force, FD. The

lift force is perpendicular to the direction of the air flow and the drag force is in the

direction of the air flow. If the airfoil moves in the direction of the lift force, the relative

wind direction (or the effective direction of the air flow) has to be taken into account.

The pitch angle, β, is the angle between the chord line of the blade and the plane of

rotation. The angle of attack, κ, is the angle between the chord line of the blade and

the relative wind direction [36]. See Figure 2.2 for an illustration of the angles. If

PSfrag replacements
κ

β

chord line

relative wind speed
plane of rotation

FL

FD

Figure 2.2: Definition of the pitch angle, β, and angle of attack, κ.

the angle of attack exceeds a certain value, a wake is created above the airfoil which

reduces the lift force and increases the drag force. Then the air flow around the airfoil

has stalled [4]. The incremental lift and drag force can be found from [61]

dFL =
1

2
ρCLcw

2
reldχ (2.6)

dFD =
1

2
ρCDcw

2
reldχ (2.7)

where ρ is density of the air, CL is the lift coefficient, CD is the drag coefficient, c is

the chord length of the airfoil section, wrel is the relative wind speed and dχ is the
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Figure 2.3: Lift, CL, and drag coefficient, CD, as a function of the angle of attack, κ.

increment of the span length. The lift and drag coefficients are given as functions of

the angle of attack. See Figure 2.3 for an example of typical lift and drag coefficients.

Normally the power extracted from the wind is given as a fraction of the total power

in the wind. The fraction is described by a coefficient of performance, Cp, [36]. This

method will be described in a following section. The coefficient of performance can

either be determined theoretically using blade element momentum theory or Cp can

also be determined from measurements [4].

2.2.1 Aerodynamic Power Control

At high wind speeds it is necessary to limit the input power to the turbine, i.e., aero-

dynamic power control. There are three major ways of performing the aerodynamic

power control, i.e., by stall, pitch or active stall control. Stall control implies that

the blades are designed to stall in high wind speeds and no pitch mechanism is thus

required [4].

Pitch control is the most common method of controlling the aerodynamic power

generated by a turbine rotor, for newer larger wind turbines. Pitch control is used by

almost all variable-speed wind turbines. Below rated wind speed the turbine should

produce as much power as possible, i.e., using a pitch angle that maximizes the energy

capture. Above rated wind speed the pitch angle is controlled in such a way that the

aerodynamic power is at its rated [4]. In order to limit the aerodynamic power, at

high wind speeds, the pitch angle is controlled to decrease the angle of attack. See

Figure 2.2 for an illustration of the angle of attack. It is also possible to increase the
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angle of attack towards stall in order to limit the aerodynamic power. This method

can be used to fine tune the power level at high wind speeds for fixed-speed turbines.

This control method is known as active stall or combi stall [4].

2.2.2 Cp(λ) Curve

A method that is often used for steady-state calculations of the mechanical power from

a wind turbine is the so-called Cp(λ) curve. Then the mechanical power, Pmech, can be

determined by [36]

Pmech =
1

2
ρArCp(λ, β)w3 (2.8)

λ =
ΩrT rr

w
(2.9)

where Cp is the coefficient of performance, β is the pitch angle, λ is the tip-speed ratio,

w is the wind speed, ΩrT is the rotor speed (on the low-speed side of the gear box), rr

is the rotor plane radius, ρ is the air density and Ar is the area swept by the rotor. In

Figure 2.4 an example of a Cp(λ) curve and the shaft power as a function of the wind

speed for rated rotor speed can be seen.
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Figure 2.4: a) The coefficient of performance, Cp, as a function of the tip speed ratio,

λ. b) Mechanical power as a function of wind speed at rated rotor speed (solid line is

fixed pitch angle, i.e., stall control and dashed line is active stall).

Figure 2.5 shows an example of how the mechanical power, derived from the Cp(λ)

curve, and the rotor speed vary with the wind speed for a variable-speed wind turbine.

The rotor speed in the variable-speed area is controlled in order to keep the optimal

tip speed ratio, λ, i.e., Cp is kept at maximum as long as the power or rotor speed is

below its rated values. As mentioned before, the pitch angle is at higher wind speeds

9



controlled in order to limit the input power to the wind turbine, when the turbine has

reached the rated power. As can be seen in Figure 2.5b) the turbine, in this example,
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Figure 2.5: Typical characteristic for a variable-speed wind turbine. a) Rotor speed as

a function of wind speed. b) Mechanical power as a function of wind speed.

reaches the rated power, 1 p.u., at a wind speed of approximately 13 m/s. It is possible

to optimize the radius of the wind turbines rotor to suit sites with different average

wind speeds. For example, if the rotor radius, rr, is increased, the output power of

the turbine is also increased, according to (2.8). This implies that the nominal power,

1 p.u., will be reached for a lower wind speed, referred to Figure 2.5b). However,

increasing the rotor radius implies that for higher wind speed the output power must

be even more limited, e.g., by pitch control, so that the nominal power of the generator

is not exceeded. Therefore, there is a trade-off between the rotor radius and the nominal

power of the generator. This choice is to a high extent dependent on the average wind

speed of the site.

2.3 Wind Turbine Concepts

Wind turbines can operate with either fixed speed (actually within a speed range about

1 %) or variable speed. For fixed-speed wind turbines, the generator (induction gen-

erator) is directly connected to the grid. Since the speed is almost fixed to the grid

frequency, and most certainly not controllable, it is not possible to store the turbu-

lence of the wind in form of rotational energy. Therefore, for a fixed-speed system

the turbulence of the wind will result in power variations, and thus affect the power

quality of the grid [48]. For a variable-speed wind turbine the generator is controlled

by power electronic equipment, which makes it possible to control the rotor speed. In

this way the power fluctuations caused by wind variations can be more or less absorbed

10



by changing the rotor speed [52] and thus power variations originating from the wind

conversion and the drive train can be reduced. Hence, the power quality impact caused

by the wind turbine can be improved compared to a fixed-speed turbine [41].

The rotational speed, ΩrT , of a wind turbine is fairly low and must therefore be

adjusted to the electrical frequency. This can be done in two ways, i.e., with a gear

box or with the number of poles, np, of the generator. The number of poles sets the

mechanical speed, ωm, of the generator with respect to the electrical frequency. If the

gear ratio equals gr, the rotor speed of the wind turbine is adjusted to the electrical

frequency as

ωrT =
ΩrT

npgr
(2.10)

where ωrT is referred to the electrical frequency of the grid. The dynamics of the drive

train can be expressed as

JT
dΩrT

dt
= Ts − TT (2.11)

J
dωm

dt
= Te − Ts (2.12)

where JT is the wind-turbine inertia, J is the generator inertia, Ts is the shaft torque,

TT is the torque produced by the wind turbine rotor and Te is the electromechanical

torque produced by the generator. It is most often convenient to have the rotational

speeds referred to same side of the gear box as

JT
dΩrT

dt
=

JT

npgr

dωrT

dt
= ξ(θr − θrT ) + ζ(ωr − ωrT ) − TT (2.13)

J
dωm

dt
=

J

np

dωr

dt
= Te − ξ(θr − θrT ) − ζ(ωr − ωrT ) (2.14)

where ωr is the rotational speed of the generator referred to the electrical frequency

and the shaft torque has been set to Ts = ξ(θr − θrT ) + ζ(ωr − ωrT ), where ξ is the

shaft stiffness and ζ is the shaft dampening. The angles θrT and θr can be found from

dθrT

dt
= ωrT

dθr

dt
= ωr. (2.15)

In this section the following wind turbine concepts will be presented:

1. Fixed-speed wind turbine with an induction generator.

2. Variable-speed wind turbine equipped with a cage-bar induction generator or

synchronous generator.

3. Variable-speed wind turbine equipped with multiple-pole synchronous machine

or multiple-pole permanent-magnet synchronous generator.

4. Variable-speed wind turbine equipped with an doubly-fed induction generator.

There are also some other concepts, a description of these can be found in [23].
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2.3.1 Fixed-Speed System

For the fixed-speed wind turbine the induction generator is directly connected to the

electrical grid according to Figure 2.6. The rotor speed of the fixed-speed wind turbine

PSfrag replacements IG/SG Grid
Gear
box

Figure 2.6: Fixed-speed generator system.

is adjusted by a gear box and the pole-pair number of the generator. The fixed-speed

wind turbine system is often equipped with two induction generators, one for low wind

speeds (with lower synchronous speed) and one for high wind speeds. This was the

“conventional” concept used by many Danish manufacturers in the 1980s and 1990s

[23].

2.3.2 Full Variable-Speed System

The system presented in Figure 2.7 consists of a wind turbine equipped with an inverter

connected to the stator of the generator. The generator could either be a singly-fed

induction generator or a synchronous generator. The gear box is designed so that

maximum rotor speed corresponds to rated speed of the generator. Since this full-

PSfrag replacements

IG/SG Inverter Grid
Gear
box

Figure 2.7: Variable-speed generator system.

power converter system is commonly used for other applications, one advantage with

this system is its well-developed and robust control [3, 25, 42].
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2.3.3 Full Variable-Speed System with a Multiple-Pole Gen-

erator

Synchronous generators or permanent-magnet synchronous generators can be designed

with multiple poles which implies that there is no need for a gear box, see Fig-

ure 2.8. For the permanent-magnet synchronous generator a major advantage is its

PSfrag replacements
SG Inverter Grid

Figure 2.8: Variable-speed multiple-pole generator system.

well-developed and robust control [3, 25, 42]. A synchronous generator with multiple

poles as a wind turbine generator is successfully manufactured by Enercon [14].

2.3.4 Limited Variable-Speed System

This system, see Figure 2.9, consists of a wind turbine with a variable-speed constant-

frequency induction generator (doubly-fed induction generator). This means that the

stator is directly connected to the grid while the rotor winding is connected via slip rings

to an inverter. The inverter is designed so that the induction generator can operate

PSfrag replacements
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Figure 2.9: Variable-speed doubly-fed induction generator system.

in a limited variable-speed range. The gear-box ratio is set so that the nominal speed

of the induction generator corresponds to the middle value of the rotor-speed range

of the wind turbine. This is done in order to minimize the size of the inverter, which

will vary with the rotor-speed range. With this inverter it is possible to control the
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speed (or the torque) and also the reactive power on the stator side of the induction

generator.

The transformer between the inverter and rotor circuit in Figure 2.10 is to indicate

and highlight the stator-to-rotor turns ratio. The stator-to-rotor turns ratio can be

designed so that maximum voltage of the inverter corresponds to the desired maximum

rotor voltage which in principle appear as the highest desirable slip (with a safety

margin). The reason is that it is possible to use a smaller converter and in this way the

converter losses can be reduced, in addition to the investment cost. The transformer

can be treated as ideal since it is actually a part of the induction generator itself. For

PSfrag replacements InverterIG
ωr
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Figure 2.10: Doubly-fed induction generator system.

this system the speed range, i.e., the slip, is approximately determined by the ratio

between the windings of the stator and the rotor. Another possibility is to use a higher

stator voltage compared to the rotor to gain the same effect as the stator-to-rotor turns

ratio. For example, a stator voltage of 2.8 kV and a maximum rotor voltage of 690 V

corresponds to a stator voltage of 690 V and a stator-to-rotor turns ratio of 1:4, see

Figure 2.11.PSfrag replacements

InverterIG
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690 V

Figure 2.11: Example of increased stator voltage.

There is a variant of the doubly-fed induction generator method which uses external

rotor resistances, which can be controlled. Some of the drawbacks of this method are

that it is not possible to decrease the rotor speed below synchronous speed, energy is

unnecessary dissipated in the external rotor resistances and that there is no possibility

to control the reactive power.

Manufacturers, that produces wind turbines with the doubly-fed induction machine

as generator are, for example, DeWind, GE Wind Energy, Nordex, and Vestas [12, 19,

46, 70].
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Chapter 3

Energy Efficiency Comparison of

Electrical Systems for Wind

Turbines

In the energy efficiency comparison, in this chapter, the following systems described in

Chapter 2 will be investigated.

• Fixed-speed wind turbine equipped with one or two induction generators (IG).

For the fixed-speed system using two generators, one generator is used for low

wind speeds (with lower synchronous speed) and the other is used for medium

and high wind speeds. This system is referred to as the fixed-speed system.

• Variable-speed wind turbine equipped with a doubly-fed induction generator

(DFIG). The gear-box ratio is set so that the nominal speed of the induction

generator corresponds to the middle value of the rotor-speed range of the wind

turbine. This system is referred to as the DFIG system.

• Variable-speed wind turbine equipped with an full-power inverter connected to

the stator of the induction generator (IG). For this system the gear-box ratio

is designed so that the synchronous speed of the generator corresponds to the

maximum speed of the turbine. This system is referred to as the variable-speed

IG system.

• Variable-speed wind turbine equipped with an inverter connected to the stator

of a multiple-pole permanent-magnet synchronous generator (PMSG). Since this

system is equipped multiple-pole generator, there is no need for a gear box. This

system is referred to as the PMSG system.

It is assumed that there exists a pitch mechanism in all of the wind-turbine systems.

Datta et al. [9] have made a comparison of the produced electrical energy for dif-

ferent schemes of the electrical configuration, i.e., fixed-speed system, variable-speed
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IG system, and a DFIG system. In [9], the mechanical and electrical losses of the sys-

tem are neglected, but will not be neglected in this chapter. The calculated produced

electrical energy in [9] is based on a 10-minute-long constructed wind speed (with an

average value of 10 m/s), while here the losses of the system are calculated for all

wind speeds and then normalized using the wind-speed distribution. According to [9],

the produced energy can be significantly enhanced by using a DFIG system, i.e., by

over 20 % with respect to a variable speed IG system. Most probably, the reason for

this is the fact that the generator in the variable-speed IG system is running in the

field-weakening region for high wind speeds. Since the mechanical and electrical losses

of the system are neglected in [9], a proper design of the gear-box ratio would (most

probably) strongly have reduced this large amount of increase of produced electrical

energy.

In [22], Grauers thoroughly described and analyzed the losses of permanent-magnet

synchronous generators for a wind-turbine application. This will be used later on in

this section.

The rotor-speed range and the stator-to-rotor turns ratio of the induction generator

are important aspects that will be studied. As described in Chapter 2 the same effect

as the stator-to-rotor turns ratio can be accomplished with having a higher stator volt-

age than the maximum rotor voltage. However, in this section, only the stator-to-rotor

turns ratio will be used and not the possibility to having a higher stator voltage than

the rotor voltage. As pointed out in Chapter 2 it is possible to optimize the rotor

radius of the wind turbine with respect to the size of the generator and the average

wind speed. Since the main objective, in this study, is to study the drive train and

energy capture given the same rotor, such an optimization is not performed here. If the

rotor size with respect to the generator size would be maximized, this would affect all

three wind turbines in almost the same way. Another possibility to increase the energy

capture is to increase the rotational speed of the wind turbine [45]. This requires, off

course that the blades are re-designed. Moreover, this would lead to increased noise

emission. The turbulence has a small influence on the result [45]. The influence of the

turbulence has been neglected in this study.

Some of the material presented in this section has been published in [51].

3.1 Losses of the System Components

This section describes how the losses of the different components of the wind turbine

systems are calculated.
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3.1.1 Induction Generator

For the static modeling of the induction generator, the equivalent circuit has been

used, as described in Section 4.1. The losses of the induction generator can be found

from (4.6). Variations in the magnetizing resistance, Rm, due to applied stator voltage

and frequency have been neglected.

For the induction generators used in this section, operated at 690 V, 50 Hz, the

parameters are:

1 MW: Rs = 3.1 mΩ, Rr = 4.6 mΩ, Rm = 85 Ω, Lsλ = 0.15 mH, Lrλ = 0.15 mH,

Lm = 7 mH, and np = 2.

0.4 MW:Rs = 4.0 mΩ, Rr = 1.0 mΩ, Rm = 200 Ω, Lsλ = 0.41 mH, Lrλ = 0.14 mH,

Lm = 12 mH, and np = 3.

3.1.2 Inverter

In order to be able to feed the induction generator from a variable voltage and frequency

source, the induction generator can be connected to a pulse-width modulated (PWM)

inverter. In Figure 3.1, an equivalent circuit of the inverter is drawn, where each

transistor, T1 to T6, is equipped with a reverse (free-wheeling) diode. A PWM circuit

switches on and off the transistors. The duty cycle of the transistor and the diode

determines whether the transistor or a diode is conducting in a transistor leg (e.g., T1

and T4).
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Figure 3.1: Inverter scheme.

The losses of the inverter can be divided into switching losses and conducting losses.

The switching losses of the transistors are the turn-on and turn-off losses. For the diode,

the switching losses mainly consist of turn-off losses [67], i.e. reverse-recovery energy.

The turn-on and turn-off losses for the transistor and the reverse-recovery energy loss

for a diode can be found from data sheets. The conducting losses arise from the current

through the transistors and diodes. The transistor and the diode can be modeled as

constant voltage drops, VCE0 and VT0, and a resistance in series, rCE and rT , see

Figure 3.1. Simplified expressions of the transistor’s and diode’s conducting losses, for
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a transistor leg, are (with a third harmonic voltage injection) [1]

Pc,T =
VCE0Irms

√
2

π
+
IrmsVCE0mi cos(φ)√

6
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2
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2

+
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2
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3
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Pc,D =
VT0Irms

√
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π
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45π
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(3.2)

where Irms is the root mean square (RMS) value of the (sinusoidal) current to the grid

or the generator, mi is the modulation index, and φ is the phase shift between the

voltage and the current.

Since, for the values in this paper [56, 57, 58] (see Table 3.1 for actual values),

r = rCE ≈ rT and V = VCEO ≈ VTO, it is possible to model the transistor and the

diode with the same model. The conduction losses can, with the above mentioned

approximation, be expressed as

Pc = Pc,T + Pc,D =
2
√

2V Irms

π
+ rI2

rms. (3.3)

A reasonable assumption is that the switching losses of the transistor is proportional

to the current [1]. This implies that the switching losses from the transistor and the

inverse diode can be expressed as

Ps,T = (Eon + Eoff)
2
π

√
2Irms

IC,nom

fsw (3.4)

Ps,D = Errfsw (3.5)

where Eon and Eoff is the turn-on and turn-off energy losses respectively, for the transis-

tor, Err is the reverse recovery energy for the diode, and IC,nom is the nominal current

through the transistor. The total losses in the three transistor legs of the inverter

become

Ploss = 3(Pc + Ps,T + Ps,D). (3.6)

The back-to-back inverter can be seen as two inverters which are connected together:

the machine-side inverter (MSI), and the grid-side inverter (GSI). For the MSI the

current through the valves, Irms, are the stator current for the variable-speed IG system

or the rotor current for the DFIG system. One way of calculating Irms for the GSI is to

use the current that produces the active power in the machine, adjusted with the ratio

between machine-side voltage and the grid voltage. The reactive current is assumed

to be stored in the dc-link capacitor. Thus, it is now possible to calculate the losses of

the back-to-back inverter as

Ploss,inverter = Ploss,GSI + Ploss,MSI. (3.7)

In this section the switching frequency is set to 5 kHz.
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Table 3.1: Inverter Data.
Inverter Characteristics 1 (IGBT and inverse diode)

Nominal current IC,nom 1200 A

Operating dc-link voltage VCC 1000 V

VCEO 1.2 V

Lead resistance (IGBT) rCE 0.8 mΩ

Turn-on and turn-off
Eon + Eoff 733 mJ

energy (IGBT)

VTO 1.2 V

Lead resistance (diode) rT 0.7 mΩ

Reverse recovery
Err 163 mJ

energy (diode)

Inverter Characteristics 2 (IGBT and inverse diode)

Nominal current IC,nom 600 A

Operating dc-link voltage VCC 1000 V

VCEO 1.2 V

Lead resistance (IGBT) rCE 1.6 mΩ

Turn-on and turn-off
Eon + Eoff 367 mJ

energy (IGBT)

VTO 1.2 V

Lead resistance (diode) rT 1.3 mΩ

Reverse recovery
Err 81.3 mJ

energy (diode)

Inverter Characteristics 3 (IGBT and inverse diode)

Nominal current IC,nom 300 A

Operating dc-link voltage VCC 1000 V

VCEO 1.2 V

Lead resistance (IGBT) rCE 3.1 mΩ

Turn-on and turn-off
Eon + Eoff 183 mJ

energy (IGBT)

VTO 1.2 V

Lead resistance (diode) rT 2.7 mΩ

Reverse recovery
Err 40 mJ

energy (diode)

3.1.3 Gear-Box Losses

In [21] the gear-box losses, Ploss,GB, are estimated according to

Ploss,GB = ηPlowspeed + ξPn
Ωr

Ωrn

(3.8)

where η is the gear-mesh losses constant and ξ is a friction constant. According to [22],

for a 1-MW gear box, the constants η = 0.02 and ξ = 0.005 are reasonable.
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3.1.4 Total System Losses

When calculating the losses for the system we will take into account the IG losses,

gear-box losses, as well as machine-side and grid-side inverter losses. The total system

losses become

Ploss = Ploss,GB + Ploss,IG + Ploss,GSI + Ploss,MSI (3.9)

where Ploss,IG are the losses of the IG. The losses of the slip-rings for the DFIG-system,

friction loses of the IG are neglected.

The average value (or expected value) of the produced power, during a year, for a

wind turbine can be found from

Pave =

∫

∞

0

P (w)f(w)dw (3.10)

where f(w) is the probability density function. The Rayleigh distribution will be used

here, see also Section 2.1.1.

3.2 Fixed-Speed System

Steady-state calculations will be carried out in this section in order to determine the

losses of the fixed-speed systems, according to Section 3.1. The shaft mechanical power

is assumed to follow the Cp(λ) curve shown in Figure 2.4. In Figure 3.3 the gear-box

losses and the induction generator losses are plotted as a function of wind speed, for

the configurations with one and two generators. In the case with two generators the

break-even point of the produced power determines the switch-over from the small

generator to the bigger one.

In Table 3.2 the gain in energy of the wind turbine equipped with two generators

compared with the wind turbine equipped with one generator is presented. It can be

seen in the table that it is beneficial to use two generators compared to one. It should

be pointed out that if the rotor radius of the wind turbine has been optimized with

respect to generator and the average wind speed, for the case with an average wind

speed of 5.4 m/s, the gain in energy might have been lower than in the table. The

average value of the produced power has been found from (3.10). The reason that

Table 3.2: Gain in energy for a two-generator system in comparison to a one-generator

system.

Average wind speed Gain in energy

m/s %

5.4 8.01

6.8 3.67

8.2 2.04

the wind turbine with two generators performs better is mainly due to the fact that

20



5 10 15 20 25
0

0.5

1

1.5

2

2.5

3

5 10 15 20 25
0

1

2

PSfrag replacements

G
B

L
os

se
s

[%
]

Wind Speed [m/s]

a)

IG
L
os

se
s

[%
]

Wind Speed [m/s]Wind Speed [m/s]

b)

Figure 3.2: a) Gear-box losses, in percent of maximum shaft power, as a function of

wind speed. One generator (solid) and two generators (dashed). b) Induction generator

losses, in percent of maximum shaft power, at different wind speeds. One generator

(solid) and two generators (dashed).

the smaller generator has more poles than the larger generator, i.e., the rotor speed of

the smaller generator becomes closer to the rotor speed that would have given optimal

tip-speed ratio, and more energy is therefore captured from the wind.

The fixed-speed system with two generators will anyway be referred to as the fixed-

speed system and the one-generator system will not be analyzed further.

3.3 Variable-Speed Systems

For a variable-speed system where the induction generator is equipped with a stator

fed inverter, i.e., the variable-speed IG system, it is possible to reduce the magnetizing

losses by operating the generator on a flux that minimize the magnetizing losses of

the generator. For the DFIG system there are, at least, two methods to lower the

magnetizing losses of the induction generator. This can be done by:

1. By short-circuiting the stator of the induction generator at low wind speeds, and

convert all power out through the inverter. Referred to as the short-circuited

DFIG.

2. By having the stator ∆-connected at high wind speeds and Y-connected at low

wind speeds; referred to as the Y-∆-connected DFIG.

When the doubly-fed induction generator is ∆-connected for all wind speeds, it is

referred to as the ∆-connected DFIG.
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Steady-state calculations will be carried out in order to determine the losses of

the different variable-speed systems, according to Section 3.1. For the DFIG systems

the reactive power at the stator has been set to 0 VAr. It is assumed that the shaft

mechanical power and the rotor speed vary according to Figure 2.5. In Figure 3.3 the

gear-box losses and the losses of the induction generator are plotted. The generator

losses are plotted both for the variable-speed IG system and for the DFIG systems.

For the doubly-fed generators the losses are plotted for the ∆-connected, the short-

circuited and the Y-∆-connected DFIG. The break-even point of the total losses or
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Figure 3.3: a) Gear-box losses, in percent of maximum shaft power, as a function of

wind speed. b) Induction generator losses, in percent of maximum shaft power, at

different wind speeds. Variable-speed IG system (dotted), ∆-connected DFIG (solid),

short-circuited DFIG (dashed) and Y-∆-connected DFIG (dash-dotted).

the rated values of the equipment determines the switch-over point, for the doubly-fed

generators, i.e., the Y-∆ coupling or the synchronization of the stator voltage to the

grid. It can be seen in the figure that the generator losses can be reduced for the

doubly-fed generator systems with the two above mentioned methods. The inverter

losses increases, see Figure 3.4a), yet the total losses will decrease as can be seen in

Figure 3.4b).

In Figure 3.5 the gain in energy by reducing the magnetizing losses, by the two

above-mentioned methods, is presented as a function of the rotor-speed range. The

gain in energy is calculated using (3.10). It can be seen in the figure that the system

with a Y-∆-connection has approximately 0.3 percentage units lower losses than the

system with short-circuited stator at low wind speeds. Since the system with a Y-

∆-connected DFIG performs better than the system with short-circuited DFIG, the

system with a Y-∆-connected DFIG will further be referred to as the DFIG system,

and the other variants will not be subjected to any further studies.
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Figure 3.4: a) Inverter losses, in percent of maximum shaft power, as a function of wind

speed. Variable-speed IG system (dotted), ∆-connected DFIG (solid), short-circuited

DFIG (dashed) and Y-∆-connected DFIG (dash-dotted). b) Total losses, in percent of

maximum shaft power, at different wind speeds.
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(dashed) and 8.2 m/s (dotted), as function of the rotor speed range, for a DFIG-system

when it is equipped with: a) Short-circuited DFIG. b) Y-∆-connected DFIG.
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3.3.1 Investigation of the Influence of the Stator-to-Rotor Turns

Ratio

The ratings of the inverter of the doubly-fed induction generator depend on the rotor-

speed range, i.e., the maximum deviation from synchronous speed. Figure 3.6a) shows

the maximum power and the maximum reactive power that are fed to the doubly-fed

induction generator by the inverter as a function of the rotor-speed range. Since the

inverter losses depend on the current through the valves, it is important to design the

stator-to-rotor turns ratio, indicated with the transformer in Figure 2.10, of the gen-

erator properly, i.e., so the rotor currents become as small as possible. In Figure 3.6a)
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Figure 3.6: a) Maximum active power (solid) and maximum reactive power (dashed)

that the inverter supply the doubly-fed induction generator. Active power is in percent

of maximum active power and reactive power is in percent of maximum reactive power,

respectively, that is handled by the inverter in the variable-speed IG system. b) Stator-

to-rotor turns ratio.

it can be seen that the size of the inverter increases, and thereby the cost of the in-

verter, with the rotor-speed range. In this section the stator-to-rotor turns ratio, for

the doubly-fed induction generator, is adjusted so that maximum rotor voltage is 75 %

of the rated voltage, i.e., 75 % of 690 V. This is done in order to have safety margin,

e.g. in case of a wind gust. Figure 3.6b) the stator-to-rotor turns ratio, to achieve the

maximum desired rotor voltage, is plotted.

In Figure 3.7 the inverter losses are plotted for different designs of the rotor-speed

range. It can be seen in the figure that the inverter losses become smaller for high
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stator-to-rotor turns ratios, i.e. for a small rotor-speed range. Note that if the rotor-

speed range is limited, it is not possible to obtain the optimal tip speed ratio, λ, of the

wind turbine at low wind speeds.

3.4 Comparison Between Different Systems

In Figure 3.8 the gain in energy for a DFIG system compared to fixed-speed system,

variable-speed IG system, and the PMSG system, for different average wind speeds,

as a function of the rotor-speed range, is presented. The average efficiency, with an

average wind speed of 6.8 m/s, for the permanent-magnet synchronous generator is

taken from [22]. The inverter losses of the permanent-magnet synchronous generator

system are assumed similar to the stator-fed induction generator system. It can be

seen in the figure that the gain in energy increases with the rotor-speed range, even

though the inverter losses of the DFIG system increases with the rotor-speed range.

One reason for this is that if the rotor-speed range increases, the DFIG can operate at

optimal tip speed ratio, λ, for lower and lower wind speeds. If the rotor-speed range

is set ideally, i.e., it is possible to run at optimal tip-speed ratio in the whole variable-

speed area, the DFIG system produces approximately the same amount of energy as

the fixed-speed system. Further, it can be seen that there is a possibility to gain a few

percentage units (approximately 3 %) in energy efficiency compared to a variable-speed

IG system. In comparison to a direct-driven PMSG system there might be a slight gain

in the energy depending on the average wind speed

3.5 Conclusions

In this section the gain in total energy produced by the doubly-fed induction generator

system compared to the stator-fed generator system, for a wind turbine application,

has been studied. It was found that if the range of the variable speed is set properly,

there is the possibility to gain a few percentage units (approximately 3 %) in energy

efficiency compared to a variable-speed induction generator. In comparison to a direct-
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Figure 3.8: Gain in energy production for a DFIG-system, for average wind speeds of

5.4 m/s (solid), 6.8 m/s (dashed) and 8.2 m/s (dotted), as a function of the rotor speed

range. The gain in energy is in comparisons with a) Fixed-speed system. b) Variable-

speed IG system. c) PMSG system.

driven permanent-magnet synchronous generator system there might be a slight gain

in the energy depending on the average wind speed.

The stator-to-rotor turns ratio is an important design parameter for lowering the

losses of the doubly-fed induction generator system.

In comparison with the result obtained in [9], there is a great difference in the

gain in energy (even for a high average wind speed), i.e., 3 % in comparison with

20 % for the doubly-fed induction generator system compared to the variable-speed

induction generator system. Further, in this study it was found that the fixed-speed
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system produces approximately the same amount of energy as the doubly-fed induction

generator system, while in [9] the gain in energy for the doubly-fed induction generator

system is 60 %. Probable reasons for this might be, in [9] the electric and mechanical

losses are neglected, the maximum power, that can be produced, of each turbine is

different and that the result is only calculated with one simulated wind speed (with an

average value of 10 m/s).

The results found here are fairly similar to the ones found by Mutschler et al.

[45]. However, here the energy capture by a two-generator fixed-speed turbine and a

variable-speed system was found to be almost the same, while Mutschler et al. [45]

found a difference of 1–8 %. The higher value was for a low average wind speed.
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Chapter 4

Steady-State Analysis of

Doubly-Fed Induction Machines

In this chapter, suitable models of standard induction machine (IM) and the doubly-fed

induction machine (DFIM) for steady-state calculations will be presented. Further, the

operational profile (speed–torque characteristics) of the induction machine and how it

is possible to affect these characteristics are shown. There are two main types of rotors

in the induction machines: the short-circuited squirrel-cage rotor and the wound rotor

with slip rings that either can be short-circuited or connected to an external electric

circuit. This circuit can either be connected to a passive load (resistors) or an active

source (converter). The most commonly used rotor is the short-circuited squirrel-cage

rotor. In applications where it is desired to influence the rotor circuit, a wound rotor

with slip rings can be used, to be able to affect the speed–torque characteristics without

changing the stator supply. An application can for example be to increase the starting

torque (by increasing the rotor resistance by external resistances) or to control the

speed of a wind turbine. Machines fed from the stator and the rotor are called DFIM.

DFIM concepts are presented in Section 4.3.

4.1 Equivalent Circuit

Figure 4.1 shows a diagram over the steady-state equivalent circuit of the short-

circuited induction machine [43]. This equivalent circuit is valid for one equivalent

Y-phase and for steady-state calculations. In the case that it is ∆-connected the ma-

chine can still be represented by this equivalent Y representation. In this section the

jω-method is adopted for calculations. In the equivalent circuit Vs is the applied phase

stator voltage to the induction machine, Is is the stator current, Ir is the rotor current,

Rs is the stator resistance, Rr is the rotor resistance, Lsλ is the stator leakage induc-

tance, Lrλ is the rotor leakage inductance, Rm represents the magnetizing losses, Lm is

the magnetizing inductance, ω1 is the stator angular frequency, and s is the slip. The
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Figure 4.1: Equivalent circuit of the induction machine with a short-circuited rotor.

latter is defined by

s =
ω1 − ωr

ω1

=
ω2

ω1

(4.1)

where ωr is the rotor speed (referred to the electrical side).

Most induction machines have a short-circuited rotor, but to be able to influence the

rotor circuit, the induction machine must be equipped with a wound rotor equipped

with slip rings. In order to take the wound rotor with slip rings into consideration

we have to extend the equivalent circuit with the applied phase rotor voltage, Vr.

The equivalent circuit with the inclusion of an external rotor voltage can be seen in

Figure 4.2, [54].
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-
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Figure 4.2: Equivalent circuit of the induction machine with inclusion of rotor voltage.

Applying Kirchhoff’s voltage law to the circuit in Figure 4.12 yields

Vs = RsIs + jω1LsλIs + jω1Lm(Is + Ir + IRm
) (4.2)

Vr

s
=
Rr

s
+ jω1LrλIr + jω1Lm(Is + Ir + IRm

) (4.3)

0 = RmIm + jω1Lm(Is + Ir + IRm
) (4.4)

where IRm
is the current through Rm. The mechanical power, Pmech, and the losses,
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Ploss, of the induction machine can be found as

Pmech = 3|Ir|2Rr
1 − s

s
− 3Re

[

VrI
∗

r

]1 − s

s
(4.5)

Ploss = 3Rs|Is|2 + 3Rr|Ir|2 + 3Rm|IRm
|2 (4.6)

where the multiplication by 3 is due to the fact that the induction machines has three

phases. The electromechanical torque, Te, can be found from

Te = Pmech
np

(1 − s)ω1

= 3|Ir|2Rr
np

sω1

− 3Re
[

VrI
∗

r

] np

sω1

(4.7)

where np is the number of pole pairs. Table 4.1 shows typical parameters of the

induction machine in per unit (p.u.).

Table 4.1: Typical parameters of the induction machine in p.u., [65].

Small Medium Large

Machine Machine Machine

4 kW 100 kW 800 kW

Stator and rotor resistance Rs and Rr 0.04 0.01 0.01

Leakage inductance Lσ,Γ ≈ Lsλ + Lrλ 0.2 0.3 0.3

Magnetizing inductance Lm 2.0 3.5 4.0

4.2 Steady-State Characteristics

In this section the speed–torque characteristics of the induction machine will be pre-

sented. See Appendix C.2 for data and parameters of the induction machine used in

this section.

4.2.1 Induction Machine Connected to the Grid

Figure 4.3 shows the shaft torque of an induction machine as a function of rotor speed

when a 22-kW induction machine is connected to a 50-Hz grid and has a short-circuited

rotor, i.e., Vr = 0. As can be seen in the figure the speed–torque characteristic is quite

linear around synchronous speed, i.e., 1 p.u. If the rotor speed is below synchronous

speed (positive slip) the induction machine is operating as a motor and if the rotor

speed is above synchronous speed (negative slip) the induction machine is running as

a generator.

4.2.2 Induction Machine with External Rotor Resistance

Section 4.1 showed how the mechanical power and the mechanical torque are given by

the slip, rotor resistance and the rotor current, see (4.7). The speed–torque character-

istic of the induction machine is quite linear around synchronous speed, as could be
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Figure 4.3: Shaft torque of the induction machine with a short-circuited rotor, vr = 0,

as a function rotor speed.

seen in Figure 4.3, and the torque in (4.7) is proportional to the inverse of the rotor

resistance. This implies that it is possible to have external rotor resistances connected

in series with the existing rotor resistances of a wound-rotor induction machine. By

changing the value of the external rotor resistance it is possible to change the slope of

the speed–torque characteristic. Figure 4.4 shows the speed–torque characteristic for

three different rotor resistances. One disadvantage with this method is that it is only

possible to increase the slip using the external rotor resistances. This implies that if

the induction machine is running as a motor, then an increased rotor resistance will

decrease the rotor speed. On the other hand, if the induction machine is running as a

generator, then if the rotor resistance increases, the rotor speed will also increase, see

Figure 4.4.

4.2.3 Induction Machine with Slip Power Recovery (Using a

Diode Rectifier)

Before semiconductors were available, one way of adjusting the slip was to introduce

external rotor resistances as described in previous section. The external rotor resistance

will cause additional losses in the rotor circuit. When semiconductors became available

it was possible to recover the slip otherwise dissipated in the external rotor resistance.

Thus, the slip power can be recovered into mechanical or electrical energy; therefore

this method is called “slip power recovery.” The rotor current must be rectified with
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Figure 4.4: Shaft torque of the induction machine as a function rotor speed for different

rotor resistances. Solid Rr equals nominal rotor resistance, dashed equals two times

the nominal rotor resistance and dotted equals four times the nominal rotor resistance.

a diode rectifier. For motor operation, the rotor circuit will see the diode rectifier

as a resistance and therefore this method will work approximately in the same way

as for the external rotor resistances. Note that the diode rectifier cannot be used in

generator operation. The rectified current could be converted to mechanical power

using a dc motor coupled to the shaft of the induction motor (Krämer drive) or fed

back into the grid (Scherbius drive). Since Krämer drive require an extra dc motor it

is of no interest, while the Scherbius drive is still in use [42]. The main advantage of

this configuration compared to the external rotor resistance is that the losses of the

external rotor resistance can be recovered.

4.2.4 Induction Machine Fed by a Stator-Circuit Connected

Inverter

If both stator voltage and frequency can be adjusted by an inverter, the torque–speed

characteristic can be easily changed. When the speed is increased so that the stator

voltage reaches maximum voltage, there is need for field weakening, i.e., the stator

voltage is kept constant while the frequency is still increased. In this section it is

assumed that the rotor is short-circuited, i.e., Vr = 0.
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Open-Loop Control

For applications where the dynamical performance is of a minor importance, e.g. pump

and fan drives, the induction machine can be open-loop controlled, often called “volts

per hertz” control. The idea is to keep the air-gap flux, Ψm, constant by keeping the

ratio between the applied voltage and frequency constant, i.e.,

constant =
|Vs|
ω1

≈ Ψm

where the approximation is due to neglecting the stator resistance and stator leakage

inductance. Since the rotor only “feels” the air-gap flux and its speed relative to the

rotor, the torque–speed characteristic will maintain its shape. However, the torque–

speed curve will move back and forward in the speed direction. Figure 4.5 shows the

speed–torque characteristics for the open-loop-controlled induction machine for differ-

ent applied frequencies using (4.2)–(4.4) and (4.7). It can be seen in the figure that

the shapes of the curves d) and e) differ significantly from the others. This is due to

field weakening. The reason for this, as mentioned before, is that the rated voltage has

been reached, but the frequency has still been increased.
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Figure 4.5: Torque–speed characteristic for an open-loop-controlled induction machine.

The curves are from left to right a) V/f = 0.5/0.5, b) V/f = 0.75/0.75, c) V/f = 1/1,

d) V/f = 1/1.25 (field weakening) and e) V/f = 1/1.5 (field weakening).

The frequency (and voltage) must be varied slowly in order to maintain stability

[3]. The open-loop controlled induction machine has unstable zones in the V −f -plane
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which are caused by the stator resistance and stator leakage inductance in the sense

that these two parameters contribute to self excitation [68].

Vector Control

Vector control, or field-oriented control, of the induction machine is used where high

dynamic performance of the drive is desired. The main idea behind vector control is to

transform the model of the induction machine so that it is mathematically equivalent

to a separately magnetized dc machine. This means that if the induction machine is fed

by an inverter, it is possible to produce any torque at any speed, as long as maximum

allowed torque, speed, or power is not reached. Figure 4.6 shows the operational area

for an inverter-fed induction machine. In the figure the maximum allowed rotor speed
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Figure 4.6: Operational area for an inverter-fed induction machine.

is set to 1.5 p.u. and the maximum torque and the maximum power are set to the

rated values. Above synchronous speed, the rated power will limit the system, so that

the rated torque can not be produced in this region.

4.3 Doubly-Fed Induction Machines

In this section a short presentation of different kinds of doubly-fed machines is made.

The doubly-fed machine can be categorized into a standard doubly-fed induction ma-

chine, cascaded doubly-fed induction machine, single frame cascaded doubly-fed induc-

tion machine and doubly-fed reluctance machine. Hopfensperger et al. have done a
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classification and comparison of various doubly-fed machines [31] which has served as

a basis for this section.

Doubly-fed machines can be used in variable-speed constant-frequency applications,

such as wind turbines. The main advantage of a doubly-fed machine compared to a

singly-fed for a variable-speed system is the reduced rating of the converter’s power

rating. The reduction in power rating is dependent on the speed range of the drive

[29, 31, 42].

4.3.1 Standard Doubly-Fed Induction Machine

The standard doubly-fed induction machine is a wound rotor induction machine equipped

with slip rings. Figure 4.7 shows a principle diagram of the doubly-fed induction ma-

chine. The stator circuit is connected directly to the grid while the rotor circuit is

controlled by an inverter via slip rings.

PSfrag replacements Inverter

Figure 4.7: Principle of the standard doubly-fed induction machine.

In Chapter 5, control and dynamic analysis of the standard doubly-fed induction

machine are treated in more detail.

4.3.2 Cascaded Doubly-Fed Induction Machine

The cascaded doubly-fed induction machine consists of two doubly-fed induction ma-

chines with wound rotors, that are connected mechanically through the rotor and

electrically through the rotor circuits. See Figure 4.8 for a principle diagram. The

stator circuit of one of the machines is directly connected to the grid while the other

machine’s stator is connected via an inverter to the grid. Since the rotor voltages of

both machines are equal, it is possible to control the induction machine that is directly

connected to the grid with the other induction machine.

It is possible to achieve decoupled control of active and reactive power control of the

cascaded doubly-fed induction machine in a manner similar to the standard doubly-fed
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Figure 4.8: Principle of cascaded doubly-fed induction machine.

induction machine [32].

It is doubtful whether it is practical to combine two individual machines to form

a cascaded doubly-fed induction machine, even though it is the basic configuration of

doubly-fed induction machine arrangement. Due to a large amount of windings, the

losses are expected to be higher than for a standard doubly-fed induction machine of

a comparable rating [31].

Single-Frame Cascaded Doubly-Fed Induction Machine

The single-frame cascaded doubly-fed induction machine is a cascaded doubly-fed in-

duction machine, but with the two induction machines in one common frame. Although

this machine is mechanically more robust than the cascaded doubly-fed induction ma-

chine, it suffers from comparatively low efficiency [31].

4.3.3 Brushless Doubly-Fed Induction Machine

This is an induction machine with two stator windings in the same slot. That is, one

winding for the power and one winding for the control. See Figure 4.9 for a principle

sketch. To avoid a direct transformer coupling between the two stator windings, they

can not have the same number of pole pairs. Furthermore, to avoid unbalanced mag-

netic pull on the rotor the difference between the pole pairs must be greater than one

[71]. The number of poles in the rotor must equal the sum of the number of poles in

the two stator windings [71]. For further information and more details, see [71, 73, 78].

Doubly-Fed Reluctance Machine

The stator of the doubly-fed reluctance machine is identical to the brushless doubly-fed

induction machine, while the rotor is based on the principle of reluctance. An equivalent

circuit with constant parameters can be obtained for the doubly-fed reluctance machine,
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Figure 4.9: Principle of the brushless doubly-fed induction machine.

in spite the fact that the machine is characterized by a pulsating air-gap flux. It has

almost the same equivalent circuit as the standard doubly-fed induction machine [75].

4.4 Steady-State Operational Characteristics of the

Doubly-Fed Induction Machine

In this thesis the standard doubly-fed induction machine is the only one to be studied

further, since most of the other doubly-fed machines are still in research process [31].

This is confirmed by the fact and that the standard doubly-fed induction machine is

the only one used today by the major wind turbine manufacturers.

For the doubly-fed induction machine the applied rotor voltage, Vr, can be adjusted

to get the desired slip or torque. Simplified expressions of the slip can be derived

from (4.2) and (4.3), by neglecting the resistances and assuming that the stator flux

equals the rotor flux, as

s =
ω2

ω1

≈
∣

∣

∣

Vr

Vs

∣

∣

∣
. (4.8)

Since the stator is connected to the grid, the flux is mainly determined by the voltage

and frequency of the grid. It is also possible to control the power factor or the reactive

power in the stator circuit [76], in a similar way as for the synchronous generator.

Figure 4.10 shows a principle diagram of the power flow in a doubly-fed induction

machine. It can be seen in the figure that power through the inverter is the slip power,

i.e., the slip, s, multiplied with the stator power, Ps. In Figure 4.11 an example of how

the grid power, Pg ≈ (1− s)Ps, the stator power, Ps, and, the rotor power, Pr ≈ −sPs

varies with the slip. In the figure the shaft power is constant (1 p.u.) and all losses are

neglected.

The operational area for a 22-kW doubly-fed induction machine is shown in Fig-

ure 4.12. The maximum rotor voltage is set to 0.35 p.u. and the reactive power from the
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Figure 4.10: Power flow in the doubly-fed induction generator.
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Figure 4.11: a) Slip b) Grid power (solid), stator power (dotted) and rotor power

(dashed).

stator is kept at zero. As can be seen in the figure, the rotor speed can approximately

vary between 0.65 to 1.35 p.u., i.e., the rotor speed can vary ±0.35 p.u. around syn-

chronous speed. The torque can vary between plus/minus the rated torque. However,

the rated power limits the torque for rotor speeds above synchronous.
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Figure 4.12: Operational area for a doubly-fed induction machine.
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Chapter 5

Dynamic Modeling and Control of

the Doubly-Fed Induction Machine

In this chapter dynamic space-vector models of the induction machine will be presented,

suitable for different purposes. Design and implementation aspects of controllers for the

DFIM will be presented. Finally, vector control of the doubly-fed induction machine

is treated in detail.

5.1 Dynamic Modeling of the Induction Machine

Since all of the dynamic models of the induction machine are described in space vectors,

a short description of space vectors will also be presented. The induction machine

models are based on the fifth-order two-axis representation commonly know as the

“Park model” [40]. The equations will be arranged in alternative representations. For

certain applications it is more convenient to use the Γ representation or the inverse-Γ

representation instead of the equivalent T representation.

5.1.1 Space-Vector Notation

The idea behind space vectors is to describe the induction machine with two phases

instead of three. A three-phase stator winding, which is supplied with three phase

currents, forms a rotating flux in the air gap. The same rotating flux could also be

formed with only two phases, as seen in Figure 5.1. This is the principle of space

vectors.

In order to determine the space vector, ss, of a three-phase quantity, sa, sb, and sc,

the following transformation can be applied [25]

ss = sα + jsβ =
2K

3

(

sa + asb + a2sc

)

where K is a constant and

a = ej 2π
3 .
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Figure 5.1: Principle of space vectors.

Superscript “s” indicates that the space vectors are referred to the reference frame of

the stator of the induction machine. The constant K can be chosen arbitrary, though

if it is chosen as

K =
1√
2

the space vectors quantities, i.e., voltages and currents, will be scaled according to the

RMS value of the three phase quantities. A general space vector, ss, can be expressed

as

ss = sej (θ1+φ)

where φ is a phase shift and θ1 can be found from the synchronous frequency, ω1, as

θ1 =

∫

ω1dt.

It is also possible to transform it to synchronous coordinates (dq coordinates) as

s = sd + jsq = e−j θ1ss = ŝej φ.

The synchronous coordinate system is not indicated by a superscript. Space vectors in

synchronous coordinates will be dc quantities in the steady state. The instantaneous

power in a three-phase system is given by

P = vaia + vbib + vcic =
3

2K2
(vαiα + vβiβ) =

3

2K2
Re

[

vi∗
]

The above-mentioned choice of the scaling constant K yields

P = 3Re
[

vi∗
]

.

K will be chosen as 1/
√

2 throughout this thesis.
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5.1.2 Park Model (T Representation)

The stator of the induction machine can be described by the following space-vector

equation [40]

vs
s = Rsi

s
s +

dΨs
s

dt
(5.1)

where vs
s is the stator voltage, iss is the stator current, Rs is the stator resistance,

and Ψs
s is the stator flux. The equation is represented in stator coordinates, which is

indicated with superscript “s.” Further, the rotor equation can be described by

vr
r = Rri

r
r +

dΨr
r

dt
(5.2)

where vr
r is the rotor voltage, irr is the rotor current, Rr is the rotor resistance and Ψr

r is

the rotor flux. The rotor equation is described in rotor coordinates, which is indicated

by superscript “r.” The relation between stator and rotor coordinates is given by

xs = ej θrxr (5.3)

where θr the is the rotor angle referred to the electrical system. The stator, Ψs
s, rotor,

Ψr
r, and air-gap fluxes, Ψs

m, are given by

Ψs
s = Lsi

s
s + Lmirre

j θr = (Lsλ + Lm)iss + Lmirre
j θr (5.4)

Ψr
r = Lmisse

−j θr + Lri
r
r = Lmisse

−j θr + (Lrλ + Lm)irr (5.5)

Ψs
m = Lmiss + Lmirre

j θr (5.6)

where Lm is the magnetizing inductance, Ls is the stator inductance, Lr is the rotor

inductance, Lsλ is the stator leakage inductance, and Lrλ is the rotor leakage induc-

tance. The induction machine can be represented in several ways. The Park model,

also called T model since the leakage inductances forms the letter “T,” see Figure 5.2,

can be described using (5.1) and (5.2) in stator coordinates as [40]

vs
s = Rsi

s
s +

dΨs
s

dt
(5.7)

vs
r = Rri

s
r +

dΨs
r

dt
− jωrΨ

s
r (5.8)

where ωr is the (electrical) rotor speed, i.e.,

ωr =
dθr

dt
.

The term jωrΨ
s
r in (5.8) arises from the transformation from rotor to stator coordinates.

The fluxes are given by

Ψs
s = Lsi

s
s + Lmisr (5.9)

Ψs
r = Lmiss + Lri

s
r (5.10)

Ψs
m = Lmiss + Lmisr. (5.11)

43



+

-

+ -
+

-

PSfrag replacements

Rs Lsλ

Lm

RrLrλiss isr
jωrΨ

s
r

vs
s vs

r

Figure 5.2: Park model (or T model) of the induction machine in stator coordinates.

Figure 5.2 shows a diagram over the T model in stator coordinates. Sometimes it

is desirable to transform the Park model of the induction machine to synchronous

coordinates. Transformation to synchronous coordinates implies that the variables

will be dc quantities in the steady state. Transformation to synchronous coordinates

implies substituting d
dt

→ d
dt

+jω1, where ω1 is stator frequency (synchronous speed), or

p→ p+jω1, where p is the derivative operator. The stator and rotor voltage equations

become

vs = Rsis +
dΨs

dt
+ jω1Ψs (5.12)

vr = Rrir +
dΨr

dt
+ jω2Ψr (5.13)

where ω2 = ω1 − ωr is the slip frequency. The torque production can be identified

from the applied power. The applied power that is fed to the induction machine can

be expressed as

P = 3Re
[

vsi
∗

s

]

+ 3Re
[

vri
∗

r

]

= 3Rs|is|2 + 3Rr|ir|2 + 3Re
[dΨs

dt
i∗s +

dΨr

dt
i∗r

]

− 3Re
[

jωrΨmi∗r

]

where we can identify the following terms:

Ploss = 3Rs|is|2 + 3Rr|ir|2

Pfield = 3Re
[dΨs

dt
i∗s +

dΨr

dt
i∗r

]

Pmech = −3Re
[

jωrΨmi∗s

]

= 3ωrIm
[

Ψmi∗s

]

where Ploss is the resistive (copper) losses, Pfield is the stored magnetic power, and Pmech

is the mechanical power produced by the induction machine. The electromechanical

torque can now be found from:

Te =
Pmech

ωr/np

= 3npIm
[

Ψmi∗r

]

= 3npIm
[

Ψ∗

ris

]

= 3npIm
[

Ψ∗

mis

]

= 3npIm
[

Ψsi
∗

r

]

. (5.14)

The mechanical dynamics can be described by the following differential equation:

J
1

np

dωr

dt
= Te − Ts (5.15)
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where Ts is the applied shaft torque, ωr is the electrical rotor speed, and J is the inertia.

5.1.3 Γ Representation

From a dynamic point of view, the rotor and the stator leakage inductance have the

same effect. Therefore, it is possible to use a different representation of the Park

model in which the leakage inductance is placed in the rotor circuit, the so-called Γ

representation of the induction machine [59]. The Γ representation is more suitable to

work with when developing control laws than the Park model. The Γ-representation

is particularly suited for control in which it is attempted to keep the magnitude of the

stator flux constant [59]. This model is named Γ representation since the inductances

form the letter “Γ,” see Figure 5.3. This model can be described by the following vector
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Figure 5.3: Γ representation of the induction machine in stator coordinates.

equations in stator and rotor coordinates, respectively:

vs
s = Rsi

s
s +

dΨs
s

dt
(5.16)

vr
R,Γ = RR,Γi

r
R,Γ +

dΨr
R,Γ

dt
(5.17)

or transformed to synchronous coordinates as

vs = Rsis +
dΨs

dt
+ jω1Ψs (5.18)

vR,Γ = RR,ΓiR,Γ +
dΨR,Γ

dt
+ jω2ΨR,Γ (5.19)

where the fluxes are given by

Ψs = LM,Γ(is + iR,Γ) (5.20)

ΨR,Γ = LM,Γis + (Lσ,Γ + LM,Γ)iR,Γ = Lσ,ΓiR,Γ + Ψs. (5.21)

The quantities and parameters of the Γ model relate to the Park model as follows:

vR,Γ = γΓvr iR,Γ =
ir
γΓ

ΨR,Γ = γΓΨr γΓ =
Ls

Lm

RR,Γ = γ2
ΓRr Lσ,Γ = γΓLsλ + γ2

ΓLrλ LM,Γ = γΓLm.
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The electromechanical torque can be found from (5.14) as

Te = 3npIm
[

Ψmi∗r

]

= 3npIm
[

Ψri
∗

r

]

= 3npIm
[

ΨR,Γi
∗

R,Γ

]

= 3npIm
[

Ψsi
∗

R,Γ

]

. (5.22)

5.1.4 Inverse-Γ Representation

In the Γ model the leakage inductance is reduced to the rotor side. It is also possible

to reduce the leakage inductance to the stator side. This will accordingly be called the

inverse-Γ representation. The inverse-Γ representation is more suitable to work with

for control where the rotor-flux magnitude is maintained at a constant value [59]. The

inductances form an “inverse Γ” sign, see Figure 5.4. This model can be described by

the following vector equations in synchronous coordinates:

vs = Rsis +
dΨs

dt
+ jω1Ψs (5.23)

vR = RRiR +
dΨR

dt
+ jω2ΨR (5.24)

where the fluxes are given by

Ψs = (Lσ + LM)is + LM iR

ΨR = ΨM = LM(is + iR).

As can be seen in the above equation, the rotor flux equals the air-gap flux for the

inverse-Γ representation.

Figure 5.4 shows a circuit diagram of the inverse-Γ representation in stator coor-

dinates. The quantities and parameters of the inverse-Γ representation relates to the
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Park model as follows:

vR = γvr iR =
ir
γ

ΨR = γΨr γ =
Lm

Lr

RR = γ2Rr Lσ = Lsλ + γLrλ LM = γLm.

The electromechanical torque can be found from (5.14) as

Te = 3npIm
[

Ψmi∗r

]

= 3npIm
[

Ψri
∗

r

]

= 3npIm
[

ΨRi∗R

]

= 3npIm
[

Ψ∗

Ris

]

. (5.25)
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Note that the Γ representation, the inverse-Γ representation, and the T representa-

tions are identical to each other with respect to the dynamic and the steady-state

performance.

5.2 Induction Machine Control

In this section, different aspects of designing and implementing control systems for

induction machines are treated.

5.2.1 Cascade Control

Since the electrical and mechanical dynamics are in different time scales, i.e., the

electrical dynamics are much faster than the mechanical, it might be advantageous

to control the machine in a cascade structure. Since the electrical dynamics are the

fastest, the current has to be controlled in an inner loop. Then a speed controller can

be added in an outer slower loop, see Figure 5.5. If the inner control loop is set much

PSfrag replacements

∑ ∑

IMInv.Fc(p)
1

ψ
Fs(p)

iref vref

i
ωr

ωref
r T ref

++

−−
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faster, than the outer, it is possible to neglect the dynamics of the inner control loop,

i.e., assuming its transfer function to be 1. This assumption will usually make the

design of the outer control loop much easier.

5.2.2 Controller Design

There are a number of methods for designing controllers, such as pole placement, linear

quadratic, and internal model control (IMC) [20]. Due to the simplicity of IMC for

designing controller it will be used throughout this thesis. IMC can, for instance, be

used for current or speed control of any ac machine [26, 30, 66]. The idea behind IMC

is to augment the error between the system, G(p), and the model of the system, Ĝ(p),

by a transfer function C(p), see Figure 5.6. It is just a matter of choosing the right

transfer function C(p). The closed-loop system will be

Gcl(p) = G(p)
(

1 + C(p)[G(p) − Ĝ(p)]
)

−1

C(p). (5.26)
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One common way of choosing the transfer function C(p) when Ĝ(p) has more poles

than zeros is [20]

C(p) =
( α

p+ α

)n

Ĝ−1(p) (5.27)

where n is chosen so that C(p) become implementable, i.e., the order of the denominator

is greater than of the numerator. The parameter α is a design parameter adjusted to

the desired bandwidth of the closed-loop system. The controller, F (p), becomes (inside

the dashed area in Figure 5.6)

F (p) =
(

1 − C(p)Ĝ(p)
)

−1

C(p). (5.28)

For a first-order system, n = 1 is sufficient. The controller then becomes an ordinary

PI controller:

F (p) = kp +
ki

p
=
α

p
Ĝ−1(p) (5.29)

where kp is the proportional gain and ki is the integral gain. The closed-loop system

with ideal parameters becomes

Gcl(p) = G(p)C(p) =
α

p+ α
. (5.30)

The relationship between the bandwidth and the rise time (10 %–90 %), when n = 1,

is α = ln 9/trise.

5.2.3 Saturation and Anti-Windup

When designing control laws, the control signal cannot be arbitrary large due to de-

sign limitations of the inverter or the machine. Therefore, the control signal must be

limited (saturated). This causes the integral part of the PI-controller to accumulate

the control error during the saturation, i.e., integration “wind-up.” This might cause

overshoots in the controlled variable since the integration part of control law will keep
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the ideal control signal high even when the controlled variable is getting closer to the

reference value [25].

One method to avoid integration wind-up is to use the “back-calculation” method

[25]. Another anti-windup method can be found in [62]. The idea behind the back-

calculation method is to modify the reference value, in case of saturation, so that the

ideal control signal, u, does not exceed the maximum value, i.e., |u| = umax. The

algorithm can be described as [25]

u = kpe+ kiI (5.31)

usat = sat(u) (5.32)

dI

dt
= e+

usat − u

kp

(5.33)

where e is the control error and I is the integral of the control error.

5.2.4 Discretization

Throughout the thesis, differential equations and control laws will be described in con-

tinuous time. However, when implementing control laws in computers, they have to be

discretized. The forward Euler method will be used, i.e., a derivative is approximated

as

ẋ(t) ≈ x(n+ 1) − x(n)

Tsample

(5.34)

where n indicates the sample number, at time t = nTsample. For a continuous system

given as

ẋ(t) = Ax(t) +Bu(t) (5.35)

y(t) = Cx(t) (5.36)

the discrete equivalent using the forward Euler method then becomes

x(n+ 1) = (I + ATsample)x(n) + TsampleBu(n) (5.37)

y(n) = Cx(n). (5.38)

The forward Euler discretization can also be written as

p −→ q − 1

Tsample

(5.39)

where q is the forward shift operator. Stability of a linear time-invariant continuous

systems requires that the poles are in the left half plane. For a linear time-invariant

discrete system the corresponding stability region is inside the unit circle [55]. Mapping

the unit circle onto the continuous p plane using (5.39) gives the region in the p plane
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where the poles of the continuous system must be located in order to get a stable

discretization [24]. Figure 5.7 shows where the poles of continuous system must be

located so that the forward Euler discretization, in (5.39), becomes stable. As can be

seen in the figure the poles must be inside a circle with the radius of 1/Tsample with the

center point located at (−1/Tsample, 0) in order for the forward Euler discretization to

be stable.

5.3 Vector Control of the Doubly-Fed Induction Ma-

chine

In the literature, vector control of the doubly-fed induction machine has been done in

several ways. One common way is to control the rotor currents with stator-flux orienta-

tion [33, 42, 49, 63] or with air-gap-flux orientation [72, 76]. If the stator resistance can

be considered small, the stator-flux orientation gives orientation also with the stator

voltage [8, 42, 44]. According to [8], pure stator-voltage orientation can be done with-

out any significant error. Another method presented in the literature is to control the

stator currents with stator voltage orientation [50]. In this thesis, stator-flux-oriented

rotor current control is adopted. This is due to the fact that the torque, with this

choice of reference, is only dependent on the q component of the rotor current in the

steady state for a stator-flux-oriented system. For stator-flux-oriented control of the

doubly-fed induction machine it is advantageous to use the Γ model [59].

In [8, 33] the current controller is based on the dynamics described by (5.19). Using

the relation in (5.21), i.e., ΨR,Γ = Lσ,ΓiR,Γ + Ψs, the rotor equation can be rewritten

as

vR,Γ = RR,ΓiR,Γ +
dΨR,Γ

dt
+ jω2ΨR,Γ

= (RR,Γ + jω2Lσ,Γ)iR,Γ + Lσ,Γ
diR,Γ

dt
+

dΨs

dt
+ jω2Ψs. (5.40)
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Since the stator flux, Ψs, is almost fixed to the stator voltage it is practically constant.

This implies that the derivative of stator flux is close to zero and can be neglected

[8]. The term j ω̂2Lσ,ΓiR,Γ, in (5.40), introduces a cross coupling between the rotor

current’s d and q components. It is possible to decouple the cross coupling in the

control law [8, 49], while [33] states that the influence is of minor importance since it

is an order of magnitude smaller than the term jω2Ψs. Nevertheless, in this thesis the

d and q components will be decoupled since for a DSP-based digital controller is easy

to implement. Hence, if the rotor voltage is chosen as

vR,Γ = v′

R,Γ + jω2Lσ,ΓiR,Γ (5.41)

the rotor currents will be decoupled. The rotor current dynamics in (5.40) can now be

written as

v′

R,Γ = RR,ΓiR,Γ + Lσ,Γ
diR,Γ

dt
+ E (5.42)

where E = dΨs

dt
+ jω2Ψs ≈ jω2Ψs is defined as the back emf. Treating the back emf as

a disturbance, the transfer function from the rotor voltage, v′

R,Γ, to the rotor current,

iR,Γ, can be found as

G(p) =
1

pLσ,Γ +RR,Γ

. (5.43)

Using IMC (see Section 5.2.2) to design the current controllers yields

F(p) = kp +
ki

p
=
αc

p
G−1(p) (5.44)

where αc is the bandwidth of the current control loop, kp is the proportional gain and

ki is the integral gain. The proportional and the integral gains become

kp = αcLσ,Γ ki = αcRR,Γ. (5.45)

In Figure 5.8 a block diagram of the current control scheme. In the figure the actual

induction machine is in the dashed box.
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Hence, the current control law can be written as

vR,Γ = kpe + ki

∫

e dt+ jω2Lσ,ΓiR,Γ (5.46)

where e = irefR,Γ − iR,Γ is the control error, kp is the proportional gain, ki is the integral

gain and the term jω2Lσ,ΓiR,Γ is added in order to decouple the d and q components

of the rotor current.

In order to evaluate the performance of the current controller, simulations of the

system have been carried out. In Figure 5.9, a simulation of the current control with

three different bandwidths, αc, 0.14 p.u., 1.4 p.u., and 14 p.u., can be seen. As can be
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Figure 5.9: Simulation of rotor current control. The reference values are initially set to

zero, and after 0.1 s, irefRq,Γ changes to 0.5 p.u., after 0.2 s, irefRd,Γ, changes to −0.5 p.u.,

and finally after 0.3 s irefRq,Γ changes to −0.25 p.u. The bandwidth of the current control

loop is set to 0.14 p.u. (50 ms rise time) dotted line, 1.4 p.u. (5 ms rise time) solid line

and 14 p.u. (0.5 ms rise time) dashed line. a) The rotor current’s d component b) The

rotor current’s q component

seen in Figure 5.9b) the rotor current does not reach the the reference value perfectly if

the bandwidth of the current controller is set to 0.14 p.u. This tracking error is caused

by the back emf, E. The back emf, E ≈ jω2Ψs, is dependent of the slip frequency

ω2. A step in the q component rotor current implies that the electromechanical torque

will be changed accordingly since it is proportional to the rotor current’s q component.

The induction machine, in this simulation, operates under no-load conditions, which

52



implies that the rotor speed will vary according to (5.15), i.e.,

J
1

np

dωr

dt
= Te. (5.47)

If the electromechanical torque is constant and differs from zero, the above equation

implies that the rotor speed, ωr, will vary as a ramp. Since the stator frequency,

ω1, is almost fixed to the grid frequency, the slip frequency will vary according to

ω2 = ω1 − ωr. This tracking error can be eliminated with an increased bandwidth of

the current control loop [33], which also can be seen in Figure 5.9b).

It can also be seen in Figure 5.9 that oscillations occur in the current when the

bandwidth is set to 1.4 p.u. The reason for this is that the bandwidth is close to the

excitation frequency of the stator voltage and oscillations occur in the stator flux.

The stator flux, and the derivative of the stator flux in the back emf, will affect the

performance of the current controller. The explicit reason for the oscillations in the

stator flux will be further discussed in Section 5.3.2. If the bandwidth of the current

controller is increased even further, to e.g. 14 p.u., the current controller is fast enough

to handle the disturbance and oscillations caused by the back emf.

The main disturbance to the current controller is the back emf, E. The transfer

function from the back emf to the current can be expressed as

IR,Γ(p)

E(p)
= − p

Lσ,Γp2 + (RR,Γ + kp)p+ ki

= − p

Lσ,Γp2 + (RR,Γ + αcLσ,Γ)p+ αcRR,Γ

. (5.48)

In Figure 5.10 a Bode plot of the above transfer function can be seen for different

bandwidths, i.e., the same bandwidths as in Figure 5.9. In the figure it can be seen

that if the bandwidth of the rotor current controller increases, the damping of the back

emf, E, becomes better.

5.3.1 Current Control with Feed-Forward of the Back EMF

As described previous, the back emf causes a tracking error, when the rotor speed

changes, in the current if the bandwidth is small enough. It is possible to include

a feed-forward compensating term in the control law that will compensate for the

tracking error caused by the back emf [33, 42, 49]. This can be done by setting the

rotor voltage equal

vR,Γ = v′

R,Γ + jω2Lσ,ΓiR,Γ + jω2Ψs. (5.49)

In a similar way as before, the rotor-current dynamics in (5.40) can be rewritten as

v′

R,Γ = RR,ΓiR,Γ + Lσ,Γ
diR,Γ

dt
+

dΨs

dt
≈ RR,ΓiR,Γ + Lσ,Γ

diR,Γ

dt
. (5.50)
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Figure 5.10: Bode plot of the transfer function from the back emf, E, to the current.

Solid line corresponds to a bandwidth of 0.14 p.u., dashed line to a bandwidth 1.4 p.u.

and dash-dotted to a bandwidth of 14 p.u.

Neglecting the derivative of the stator flux, the proportional and integral gains of the

controller can still be found from (5.45). In Figure 5.11 a simulation of current control

with feed-forward of the back emf is presented. The assumptions of this simulation is

identical to the assumptions of the simulation in Figure 5.9 except for the feed-forward

of the back emf in the control law. It can be seen in Figure 5.11 that the tracking error

has vanished, although oscillations in the d component rotor current can still be seen.

The reason for this is that the derivative of the stator flux has been neglected.

54



0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
−1

−0.5

0

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
−0.5

0

0.5PSfrag replacements

Time [s]

Current [p.u.]

a)

Time [s]

Time [s]

C
u
rr

en
t

[p
.u

.]
C

u
rr

en
t

[p
.u

.]

b)

Figure 5.11: Simulation of rotor current control with feed-forward of the back emf. The

reference values are initially set to zero and, after 0.1 s, irefRq,Γ changes to 0.5 p.u., after

0.2 s, irefRd,Γ changes to −0.5 p.u., and finally after 0.3 s, irefRq,Γ changes to −0.25 p.u. The

bandwidth of the current control loop is set to 0.14 p.u. (50 ms rise time) dotted line,

1.4 p.u. (5 ms rise time) solid line and 14 p.u. (0.5 ms rise time) dashed line. a) The

rotor current’s d component b) The rotor current’s q component.

5.3.2 Stability Analysis

In [72] Wang et al. have by simulations derived that 1) the flux is influenced both by

load change and stator power supply variations, 2) the flux response is a damped os-

cillation, and 3) the flux and rotor current oscillate more severely when speed is rising

than when the speed is falling. Heller et al. [29] have investigated the stability of the

doubly-fed induction machine mathematically. They have shown that the dynamics of

the doubly-fed induction machine have poorly damped eigenvalues with a correspond-

ing natural frequency near the line frequency and that when the d component rotor

current exceeds a certain value, the system turns unstable. It is concluded that either

it is necessary to reduce the bandwidth of the current control loops or to implement

an additional flux damper [29]. But if the bandwidth of the current control loop is

reduced, the assumption of fast current dynamics might not hold. In Section 6.1.4 a

stability analysis will be performed when the current dynamics are considered.

This section will present a stability analysis, using Lyapunov’s linearization method

[60], of the flux dynamics in a way similar to what has been done in [6, 29]. Since the
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current dynamics are assumed much faster than the flux dynamics we can neglect

the current dynamics when analyzing the stability. The flux dynamics can be found

from (5.18). Eliminating the stator current in (5.18) using (5.20) yields

vs = −RsiR,Γ +
dΨs

dt
+

( Rs

LM,Γ

+ jω1

)

Ψs. (5.51)

The stator voltage in stator coordinates equals vs
s = jvse

j θs , where θs is grid angle.

Transformation to synchronous coordinates gives

vs = jvse
j (θs−θ1) (5.52)

where θ1 is the angle that corresponds to the synchronous speed ω1. Splitting (5.51)

into real and imaginary parts, assuming stator-flux orientation, i.e., Ψs = ψs, yields

dψs

dt
= −vs sin(θs − θ1) +RsiRd,Γ − Rs

LM,Γ

ψs (5.53)

dθ1

dt
= ω1 =

vs cos(θs − θ1) +RsiRq,Γ

ψs

. (5.54)

Making the variable substitution ∆θ = θs − θ1 yields

dψs

dt
= −vs sin(∆θ) +RsiRd,Γ − Rs

LM,Γ

ψs (5.55)

d∆θ

dt
=

dθs

dt
− dθ1

dt
= ωs −

vs cos(∆θ) +RsiRq,Γ

ψs

(5.56)

where ωs is the frequency of the applied stator voltage. Eqs. (5.55) and (5.56) form

a non-linear system. This system has two equilibrium points (neglecting the periodic

solutions of the trigonometric functions). One of the solutions corresponds to negative

flux, which is not reasonable, therefore it is not applicable. The second equilibrium

point becomes

ψs0,Γ ≈
vs +Rsi

ref
Rq,Γ

ωs

−
R2

s(vs − ωsLM,Γi
ref
Rd,Γ)2

2L2
M,Γvsω3

s

(5.57)

∆θ0 ≈ − Rs

LM,Γ

vs +Rsi
ref
Rq,Γ − ωsLM,Γi

ref
Rd,Γ

vsωs

(5.58)

where the approximations are obtained as a second-order Taylor series expansion of the

equilibrium point around Rs = 0. See Figure 5.12 for a phase portrait. Linearization of

the system around the equilibrium point yields the following characteristic polynomial

p2 +
Rs

LM,Γ

(

2 −
ωsLM,Γi

ref
Rd,Γ(vs −Rsi

ref
Rq,Γ)

v2
s

)

p

+
R2

s

L2
M,Γ

−
R2

sωsi
ref
Rd,Γ

LM,Γvs

+
(

1 +
(Rsi

ref
Rq,Γ)2 −Rsi

ref
Rq,Γvs

v2
s

)

ω2
s .

56



0 0.5 1 1.5 2
−1

0

1

2

3

4

PSfrag replacements

ψ [p.u.]

∆
θ

[r
ad

]

Figure 5.12: Phase portrait of the flux dynamics. The rotor current’s d component,

iRd,Γ, is set to −0.5 p.u. and the q component, iRq,Γ, is set to 0.5 p.u. The equilibrium

point is marked with “x”.

The above characteristic polynomial uses a second-order Taylor series expansion around

Rs = 0. For a first-order Taylor series expansion around Rs = 0 the characteristic

polynomial is reduced to

p2 +
Rs

LM,Γ

(

2 −
ωsLM,Γi

ref
Rd,Γ

vs

)

p+
(

1 −
Rsi

ref
Rq,Γ

vs

)

ω2
s . (5.59)

There are two poorly damped eigenvalues1 where the oscillating frequency is close to

the line frequency, ωs, as concluded in [29]. In order for the system to be stable the

following constraint, which is similar to what can be found in [6, 29], can be set on

irefRd,Γ:

irefRd,Γ <
2v2

s

ωsLM,Γ(vs −RsirefRq,Γ)
≈ 2vs

ωsLM,Γ

. (5.60)

There are different methods of damping the flux oscillations. As mentioned before, one

method is to reduce the bandwidth of the current controllers [29]. In [72], a feedback

of the derivative of flux was introduced in order to improve the damping of the flux.

Another possibility is to use an inverter to substitute the star point of the stator wind-

ing, i.e., an extra degree of freedom is introduced that can be used to actively damp

1When simulating the doubly-fed induction machine in synchronous coordinates, one must be

aware of the poorly damped eigenvalues, which can cause instability due to a poor discretization of

the induction machine model.
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out the flux oscillations, [38].

Kelber in [37] made a comparison of different methods of damping the flux os-

cillations. The methods are 1) reducing the bandwidth of the current control loop,

2) compensation of the transformation angle (to synchronous coordinates), 3) feedback

of the derivative of the flux and 4) the method with an inverter substituting the star

point in the stator winding. It is concluded in [37] that the method with reducing the

bandwidth works quite well, although it has the disadvantage of slowly damping of

a grid disturbances. Compensation of the transformation angle method improves the

dampening only slightly. Feedback of the flux derivative method performs well and has

a low cost; the disadvantage of this method is that the method cause relatively high

rotor currents. The method with an inverter in the star point of the stator winding

performs very well, but the disadvantage with this method is the required addition in

hardware and software. Since there is a need for another inverter the cost is also very

high.

5.4 Sensorless Operation

With “sensorless” operation, implies, in this thesis, that the rotor position is not mea-

sured. This means that the stator frequency, ω1, and the slip frequency, ω2, and their

corresponding angles, θ1 and θ2, must be estimated. Note that if no stator variables

exist in the control law, it might be unnecessary to estimate ω1.

5.4.1 Estimation of θ1

For a system which is oriented with the stator voltage, or the voltage drop across the

stator resistance is negligible, the angle θ1 can easily be found from measurement of the

stator voltage. For a stator-flux-oriented control of the doubly-fed induction machine,

where the voltage drop across the stator resistance can not be neglected, the stator

flux can be estimated in stator coordinates using (5.16) as [33, 39]

Ψ̂s
s =

∫

(vs
s − R̂si

s
s)dt (5.61)

and the estimate of the transformation angle, θ1, can then be found from θ̂1 = arg Ψ̂s
s.

The sign “ ˆ ” is used for estimated variables and parameters. Since, the estimator

in (5.61) is an open-loop integration, it is marginally stable, i.e, it has to be modified

in order to gain stability. This could be done by replacing the open-loop integration

with a low-pass filter [25]. It is also possible to estimate the transformation angle

in synchronous coordinates. Starting with the stator voltage equation in stator co-

ordinates and taking into account that for a stator-flux-oriented system Ψs
s = ψse

j θ1

yields

vs
s = Rsi

s
s +

dΨs
s

dt
= Rsi

s
s +

dψs

dt
ej θ1 + jω1ψse

j θ1 . (5.62)
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If vs
s = vse

j θ̂1 and iss = ise
j θ̂1 the above equation can be rewritten in synchronous

coordinates as

vs = Rsis +
dψs

dt
ej θ̃1 + jω1ψse

j θ̃1 (5.63)

where θ̃1 = θ1 − θ̂1 is the estimation error. Taking the real part of the above equation

and neglecting the flux dynamics yields

vsd = Rsisd − ω1ψs sin(θ̃1) (5.64)

Now it is possible to form an error signal, suitable for a phase locked loop (PLL)-type

estimator, as

ε = sin(θ1 − θ̂1) = sin(θ̃1) = −vsd − R̂sisd
ω1ψs

≈ −vsd − R̂sisd
vs

(5.65)

where the approximation is due to the fact that the stator is directly connected to the

grid so ω1ψM,Γ ≈ vs. The flux frequency PLL-type estimator is then given by

dω̂1

dt
= γ1ε (5.66)

dθ̂1

dt
= ω̂1 + γ2ε (5.67)

where γ1 and γ2 are gain parameters. If the true stator frequency and position are given

by dω1

dt
= 0 and dθ1

dt
= ω1, then it is shown in [27] that the estimation error equations

for ω̃1 = ω1 − ω̂1 and θ̃1 = θ1 − θ̂1 are asymptotic stable if {γ1, γ2} > 0. This implies

that ω̂1 and θ̂1 will converge to ω1 and θ1 respectively asymptotically. If the difference

θ1 − θ̂1 is small, it is possible to approximate sin(θ1 − θ̂1) ≈ θ1 − θ̂1, and the following

characteristic polynomial, of the system described by (5.66) and (5.67), can be found

p2 + γ2p+ γ1. (5.68)

If the parameters are chosen as

γ1 = ρ2 γ2 = 2ρ (5.69)

then ρ can be adjusted to the desired bandwidth of the PLL-type estimator.

5.4.2 Estimation of θ2

In the literature are, at least, two methods to perform sensorless operation. In the first

method a set of variables is estimated or measured in one reference frame and then

the variables are used in another reference frame to estimate the slip angle θ2. This

can be done by estimating the rotor currents from the flux and the stator currents. In

[10] the estimation of the rotor currents have been carried out in stator coordinates

while in [33, 44] it have been done in synchronous coordinates. The method will
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here be described in synchronous coordinates. Starting with the stator flux, which, in

synchronous coordinates, is given by

Ψs = ψs = LM,Γ(is + iR,Γ) (5.70)

and since the stator flux is known, i.e., it is to a great extent determined by the stator

voltage, it is possible to use the above-mentioned equation to estimate the rotor current,

i.e.,

îR,Γ =
ψ̂s

L̂M,Γ

− is (5.71)

where the stator current has been measured and transformed with the transformation

angle θ1; see previous section for determination of this angle. The magnitude of the

stator flux can be estimated as ψ̂s = vs/ω1 [33]. Then, if the rotor current is measured

in rotor coordinates the estimate of the slip angle can be found as

θ̂2 = arg irR,Γ − arg îR,Γ. (5.72)

The second method is based on determining the slip frequency by the rotor circuit

equation. In [39] a stator-flux-oriented sensorless control using the rotor voltage circuit

equation is proposed. The rotor voltage equation is given by

vR,Γ = RR,ΓiR,Γ +
dΨR,Γ

dt
+ jω2ΨR,Γ (5.73)

neglecting the derivative of the flux, the slip frequency, ω2, can be estimated from the

imaginary part of the above equation as

ω̂2 =
vRq,Γ − R̂R,ΓiRq,Γ

ψRd,Γ

=
vRq,Γ − R̂R,ΓiRq,Γ

ψs + L̂σ,Γisd
. (5.74)

Then, the estimate of the slip angle, θ̂2, can be found from integration of the estimate

of the slip frequency, ω̂2, as

θ̂2 =

∫

ω̂2dt. (5.75)

5.5 Torque and Speed Control of the Doubly-Fed

Induction Machine

5.5.1 Torque Control

The electromechanical torque can be found from (5.22). Assuming perfect field orien-

tation, i.e., Ψs = ψs, the electromechanical torque can be found as

Te = −3npψsiRq,Γ. (5.76)
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Since the stator flux, ψs, is almost fixed to the stator voltage, the torque can be con-

trolled by the q component of the rotor current, iRq,Γ. Since it is difficult to measure the

torque, it is most often controlled in an open-loop manner. Therefore, the q component

reference current, irefRq,Γ, can be determined from the reference torque, T ref
e , as

irefRq,Γ = − T ref
e

3npψs

. (5.77)

Instead of using the actual flux in (5.77), the approximation in (5.57) can be used

ψs ≈
vs +Rsi

ref
Rq,Γ

ωs

−
R2

s(vs − ωsLM,Γi
ref
Rd,Γ)2

2L2
M,Γvsω3

s

≈
vs +Rsi

ref
Rq,Γ

ωs

≈ vs

ωs

. (5.78)

Figure 5.13 shows a block diagram of the open-loop torque control scheme.
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Figure 5.13: Block diagram of the torque control system.

5.5.2 Speed Control

Since the current dynamics, i.e., with the bandwidth αc, should be set much faster

than the speed dynamics, the speed can be controlled in cascade with the current. The

mechanical dynamic is described by (5.15) as

J

np

dωr

dt
= Te − Ts (5.79)

where Te is the electromechanical torque and Ts is the shaft torque. The electrome-

chanical torque can be expressed, under the assumption that the current dynamics is

much faster, as

Te = T ref
e

where the reference torque is set to

T ref
e = T ′ref

e −Baωr

where an “active damping” term, Ba, is introduced. This is an inner feedback loop

[28]. Its transfer function, treating the shaft torque, Ts, as a disturbance, now becomes

H(p) =
ωr(p)

T ′ref
e (p)

=
1

J
np
p+Ba

.
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Using internal model control, as described in Section 5.2.2, yields in following propor-

tional, kps, and integral, kis gains, of the controller:

kps = αs
J

np

kis = αsBa

where αs is the desired closed-loop bandwidth of the speed control loop. The closed-

loop dynamic is then described by

Hcl(p) =
αs

p+ αs

.

Figure 5.14 shows a block diagram of the speed control system. In the figure, D(p)

describes disturbances, i.e., in this case the shaft torque, Ts.
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Figure 5.14: Block diagram of the speed control system.

5.5.3 Choosing the “Active Damping”

The transfer function from a disturbance, D(p), to the rotational speed can be described

by, see Figure 5.14,

ωr(p)

D(p)
=

p
J
np
p2 + (Ba + kps)p+ kis

if the active damping is chosen as Ba = J
np
αs we get

ωr(p)

D(p)
=

p
J
np

(p+ αs)2

i.e., a disturbance, D(p), is damped with the same time constant as the bandwidth of

the speed control loop.

5.5.4 Evaluation

Figure 5.15 shows a simulation of the speed control loop with a constant driving torque

of approximately 40 % of rated torque (note that the stator voltage is lower than the

rated voltage, which means that the maximum torque is approximately 60 % of rated).
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The bandwidth of the current control loop is set to 1.4 p.u., the flux damping, αd, is

set to 0.14 p.u., and the bandwidth of the speed control loop, αs, is set to 0.014 p.u. A

bandwidth of 1.4 p.u. corresponds to a rise time of 5 ms and 0.014 p.u. corresponds to

0.5 s. Initially the speed reference is set to 1 p.u., after 3 s it is changed to 0.75 p.u.,

after 6 s it is changed to 1.25 p.u., and after 9 s the reference is ramped down during

3 s to 1 p.u. Figure 5.16 shows the corresponding measurement. The driving torque

has been produced by a dc machine connected to the induction machine’s shaft. The

torque presented in the figure has been calculated from measured data. The data of

the measurement have been sampled with 2 kHz and low-pass filtered with a cut-off

frequency of 500 Hz. It can be seen in the simulation and in the measurement that the

current limit of the current controller has been reached. This causes the rise time of

the rotor speed to be longer than the ideal.
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Figure 5.15: Simulations of speed control with a driving torque. a) The rotational

speed, ωr. b) The q-component rotor current, iRq,Γ.

5.6 Reactive Power Control

The reactive power can be controlled with the d component of the rotor current,

since (5.18) can be rewritten using (5.20) as

vs = −RsiR,Γ +
dΨs

dt
+

( Rs

LM,Γ

+ jω1

)

Ψs. (5.80)
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Figure 5.16: Measurements of speed control with a driving torque. a) The rotational

speed, ωr. b) The q-component rotor current, iRq,Γ.

The apparent power, S, can be found from

S = 3vsi
∗

s = 3
(

vs
Ψ∗

s

LM,Γ

− vsi
∗

R,Γ

)

(5.81)

which can be expressed as

S = 3
[

−RsiR,Γ +
dΨs

dt
+

( Rs

LM,Γ

+ jω1

)

Ψs

] Ψ∗

s

LM,Γ

−3
[

−RsiR,Γ +
dΨs

dt
+

( Rs

LM,Γ

+ jω1

)

Ψs

]

i∗R,Γ (5.82)

neglecting the derivatives of the flux, assuming stator-flux orientation, i.e., Ψs = ψs.

With S = P + jQ we have

P = 3
[

Rs|iR,Γ|2 +
Rsψs

LM,Γ

( ψs

LM,Γ

− 2iRd,Γ

)

− ω1ψsiRq,Γ

]

(5.83)

Q = 3ω1ψs

( ψs

LM,Γ

− iRd,Γ

)

. (5.84)

Note that the power, P , given above is the power at the stator terminals of the doubly-

fed induction motor and not the total power that is consumed in the induction machine.

The active and reactive power at the rotor terminals can be expressed as (derived in a

similar way and neglecting derivatives)

Pr = 3
(

RR,Γ|iR,Γ|2 + ω2ψsiRq,Γ

)

(5.85)

Qr = 3
(

ω2Lσ,Γ|iR,Γ|2 + ω2ψsiRd,Γ

)

. (5.86)
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It is assumed that the dc-link capacitor is large enough to generate the reactive power

that is fed via rotor terminals. If the d component of the rotor current is controlled as

irefRd,Γ =
ψs

LM,Γ

(5.87)

unity power factor at the stator is achieved.
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Chapter 6

Evaluation of Control Laws for

Doubly-Fed Induction Machines

6.1 Current Control of Doubly-Fed Induction Ma-

chines

In this section the Γ model of the induction machine will be derived in synchronous

coordinates with the assumption that the transformation between the coordinate sys-

tems is not perfect, i.e., there is a transformation error.

The stator equation (in stator coordinates) and rotor equation (in rotor coordinates)

for the Γ representation of the induction machine can be expressed as

vs
s = Rsi

s
s +

dΨs
s

dt
(6.1)

vr
R,Γ = RR,Γi

r
R,Γ +

dΨr
R,Γ

dt
(6.2)

where the fluxes are given by

Ψs
s = LM,Γ(iss + irR,Γej θr) (6.3)

Ψr
R,Γ = Lσ,Γi

r
R,Γ + LM,Γ(isse

−j θr + irR,Γ) = Lσ,Γi
r
R,Γ + Ψr

s. (6.4)

Since the stator and rotor circuits “feel” the same flux modulus we can express Ψs
s =

ψse
j θ1 and Ψr

s = ψse
j θ2 . The angles θ1 and θ2 are given as

dθ1

dt
= ω1

dθ2

dt
= ω2 (6.5)

where ω1 is the frequency by which the flux passes through the stator windings and

ω2 is the frequency (slip frequency) by which that the flux passes through the rotor

windings. The stator and rotor equations can be now be expressed as

vs
s = Rsi

s
s +

dψs

dt
ej θ1 + j

dθ1

dt
ψse

j θ1 (6.6)

vr
R,Γ = RR,Γi

r
R,Γ + Lσ,Γ

dirR,Γ

dt
+

dψs

dt
ej θ2 + j

dθ2

dt
ψse

j θ2 . (6.7)
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To be able to transform the stator and the rotor equations to synchronous coordinates,

the following transformations can be applied:

iss = ise
j θ̂1 irR,Γ = iR,Γej θ̂2 vr

R,Γ = vR,Γej θ̂2 (6.8)

where θ̂1 and θ̂2 are estimates of θ1 and θ2, respectively. Using these transformations

yields

vs
se

−j θ̂1 = Rsis +
dψs

dt
ej θ̃1 + j

dθ1

dt
ψse

j θ̃1 (6.9)

vR,Γ = (RR,Γ + j ω̂2Lσ,Γ)iR,Γ + Lσ,Γ
diR,Γ

dt
+

dψs

dt
ej θ̃2 + j

dθ2

dt
ψse

j θ̃2 (6.10)

where θ̃1 = θ1 − θ̂1 and θ̃2 = θ2 − θ̂2. Further, the applied stator voltage as can be

described as

vs
s = jvse

j θs (6.11)

where θs is the angle of the applied angular frequency of the grid. The stator current

can be expressed as

iss =
Ψs

s

LM,Γ

− irR,Γej θr =
ψse

j θ1

LM,Γ

− iR,Γej θ̂2ej θr (6.12)

or in synchronous coordinates as

is =
ψs

LM,Γ

ej θ̃1 − iR,Γej θ̃r (6.13)

where θ̃r is the estimation error of the rotor angle, θr. Eliminating the stator current,

iss, from the above equations, the system can be expressed as

dψs

dt
= −vs sin(θs − θ1) +Rs

(

iRd,Γ cos θ̃2 + iRq,Γ sin θ̃2

)

− Rs

LM,Γ

ψs (6.14)

dθ1

dt
=
vs cos(θs − θ1) −Rs

(

iRd,Γ sin θ̃2 − iRq,Γ cos θ̃2

)

ψs

(6.15)

Lσ,Γ
diR,Γ

dt
= vR,Γ − (RR,Γ +Rs + j ω̂2Lσ,Γ)iR,Γ − E (6.16)

where the flux dynamics have been divided into real and imaginary parts. The back

emf, E, is described by

E =
[

jvse
j (θs−θ1) −

( Rs

LM,Γ

+ jωr

)

ψs

]

ej θ̃2 . (6.17)

6.1.1 Current Control with Feed-Forward of the Back EMF

In Section 5.3.1 the tracking error was eliminated with feed-forward of the back emf.

However, oscillations in the d component rotor current could be seen for some band-

widths of the current control loop. Since in (6.16) the derivative of the flux has been
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eliminated (which was neglected in Section 5.3.1) it is possible to include the entire

back emf in the feed-forward compensation term, i.e.,

vR,Γ = v′

R,Γ + jω2Lσ,ΓiR,Γ + jvse
j (θs−θ1) −

( Rs

LM,Γ

+ jωr

)

ψs (6.18)

where the term jω2Lσ,ΓiR,Γ decouples the d and q components of the rotor current.

The back emf is found from (6.17) with the assumption of perfect field orientation, i.e.,

θ̃2 = 0. The rotor current dynamics in (6.16) can now be expressed as

v′

R,Γ = (RR,Γ +Rs)iR,Γ + Lσ,Γ
diR,Γ

dt
. (6.19)

The transfer function from the rotor voltage, v′

R,Γ, to the rotor current, iR,Γ, can be

found as

G(p) =
1

pLσ,Γ +RR,Γ +Rs

. (6.20)

Using IMC (see Section 5.2.2) to design the current controllers yields

F (p) = kp +
ki

p
=
αc

p
G−1(p) (6.21)

where the proportional gain, kp, and the integral gain, ki, become

kp = αcLσ,Γ ki = αc(RR,Γ +Rs). (6.22)

6.1.2 Current Control with “Active Resistance”

It is also possible to introduce an extra term, called “active resistance,” Ra, that can

be used to damp out variations in the back emf faster. Similar approaches with the

“active resistance” have been done for stator-fed induction machines [11, 28]. The rotor

voltage should be chosen as

vR,Γ = v′

R,Γ + (j ω̂2Lσ,Γ −Ra)iR,Γ. (6.23)

The current dynamics in (6.16) can now be rewritten as

Lσ,Γ
diR,Γ

dt
= v′

R,Γ − (RR,Γ +Rs +Ra)iR,Γ − E

where E is the back emf in (6.17). Under the assumption that the back emf is constant

(or at least varying slowly), we can treat it as a disturbance which can be eliminated

with integral action. Thus, the transfer function from iR,Γ to v′

R,Γ can be expressed as

G(p) =
1

pLσ,Γ +RR,Γ +Rs +Ra

.

See Figure 6.1 for a block diagram of the current control system. Using IMC for

designing the current controllers as described in Section 5.2.2 will yield in the following

proportional, kp, and integral, ki, gains:

kp = αcLσ,Γ ki = αc(RR,Γ +Rs +Ra)

where αc is closed-loop bandwidth of the current dynamics.
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Figure 6.1: Block diagram of the current control system.

Choosing the “Active Resistance”

In this section we will discuss how to choose the introduced active resistance, Ra. The

transfer function from the back emf, E, to the current, iR,Γ, cf. Figure 6.1, becomes

IR,Γ

E
= − p

Lσ,Γp2 + (RR,Γ +Rs +Ra + kp)p+ ki

. (6.24)

Inserting the proportional and integral gains and letting the active resistance equal

Ra = αcLσ,Γ −RR,Γ −Rs yields

IR,Γ

E
= − p

Lσ,Γp2 + 2αcLσ,Γp+ α2
cLσ,Γ

= − p

Lσ,Γ(p+ αc)2
(6.25)

and a change in the back emf will be damped out with the same bandwidth as the

closed-loop current dynamics. Since the active resistance is chosen as Ra = αcLσ,Γ −
RR,Γ − Rs and has to be greater than zero, the minimum bandwidth of the current

control loop when using an active resistance becomes

αc,min =
RR,Γ +Rs

Lσ,Γ

. (6.26)

6.1.3 Current Control with Feed-Forward of the Back EMF

and “Active Resistance”

Combining the method with active resistance presented in Section 6.1.2 with feed-

forward of the back emf presented in Section 6.1.1, implies choosing the rotor voltage

as

vR,Γ = v′

R,Γ + (j ω̂2Lσ,Γ −Ra)iR,Γ + vs −
( Rs

LM,Γ

+ jωr

)

ψs. (6.27)

The active resistance, Ra, can be chosen as described in Section 6.1.2. Since the current

dynamics are

Lσ,Γ
diR,Γ

dt
= v′

R,Γ − (RR,Γ +Rs +Ra)iR,Γ

the proportional and integral gains become as in Section 6.1.2.
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6.1.4 Stability Analysis using the Proposed Current Control

Laws

In Section 5.3.2 a stability analysis was made using the assumption that the current

dynamics are much faster than the dynamics of the back emf, i.e., the flux dynamics. If

the bandwidth of the current control loop is not set much higher than the dynamics of

the back emf, the current dynamics can not be neglected in the stability analysis. The

rotational speed is assumed to be varying slowly and is therefore treated as a constant.

Consider the system described by (6.14)–(6.16). Perfect field orientation is assumed,

i.e., θ̃2 = 0. Then the following system has to be analyzed:

dI

dt
= e (6.28)

dψs

dt
= − Rs

LM,Γ

ψs − vs sin(∆θ) +RsiRd,Γ (6.29)

d∆θ

dt
= ωs −

vs cos(∆θ) +RsiRq,Γ

ψs

(6.30)

diR,Γ

dt
=

vR,Γ − (RR,Γ +Rs + jω2Lσ,Γ)iR,Γ + jvse
j ∆θ + ( Rs

LM,Γ
+ jωr)ψs

Lσ,Γ

(6.31)

where I is the integration variable in the control law and e = irefR,Γ − iR,Γ is the control

error. In (6.31) the chosen control law has to be inserted. Note that (6.28) and (6.31)

are complex-valued equations while (6.29) and (6.30) are real-valued equations. In the

following three subsections, stability analysis of three control laws, presented above,

will be performed.

Feed-Forward of the Back EMF

In order to analyze the stability of the method with feed-forward of the back emf, the

control law in (6.18) has to be inserted in (6.31). Linearization of the non-linear system

described by (6.28)–(6.31) and insertion of the equilibrium point, the characteristic

polynomial can be found. A first-order Taylor series expansion of the characteristic

polynomial with respect to the stator resistance, Rs (around Rs = 0) yields

(p+ αc)
2
(

p+
RR,Γ

Lσ,Γ

)

(p3 + c2p
2 + c1p+ c0). (6.32)

The system has at least three real-valued poles, two located at −αc and one at

−RR,Γ/Lσ,Γ. The coefficients in the third-order polynomial become

c2 =
2Rs

LM,Γ

+
RR,Γ + 2Rs

Lσ,Γ

−
irefRd,ΓRsωs

vs

(6.33)

c1 =
(vs − irefRq,ΓRs)ω

2
s

vs

+
RR,ΓRs(2vs − irefRd,ΓLM,Γωs)

LM,ΓLσ,Γvs

(6.34)

c0 =

(

− irefRq,ΓRR,ΓRs + (RR,Γ + 2Rs)vs

)

ω2
s

Lσ,Γvs

. (6.35)
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As can be seen above, the coefficients are not dependent on the bandwidth of the

current control loop, αc. Since it is complicated, in general, to solve an equation of a

third degree analytically, root loci are instead studied, and can be seen in Figure 6.2.

The figure shows how the poles move with the d component of the rotor current. As
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Figure 6.2: Root loci. The arrows show in what directions the poles move with in-

creased irefRd,Γ.

can be seen in the figure, there are, as concluded in Section 5.3.2, two poorly damped

poles. The poorly damped poles move towards instability when the d component rotor

current increases.

To investigate the stability of the system, Routh’s table can be used [7]. For the

above characteristic polynomial, Routh’s table can be found in Table 6.1. In order for

Table 6.1: Routh’s table.
p3 1 c1
p2 c2 c0

p1 C =
c2c1 − c0

c2
0

p0 0 0

the system to be stable all coefficients in the first column must not change sign. Since

the first coefficient in Routh’s table is 1, all other coefficients must be positive in order

to maintain stability. The expression for the coefficient C becomes quite complex.
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Therefore, an approximation of the coefficient can be found as

C ≈
Rs(2vs − LM,Γωsi

ref
Rd,Γ)(R2

R,Γ + L2
σ,Γω

2
s)

LM,ΓLσ,ΓRR,Γvs

(6.36)

where a first-order Taylor series expansion of the coefficient C with respect to the stator

resistance, Rs (around Rs = 0), has been carried out. The following constraint can be

set on irefRd,Γ in order to keep the coefficient c2 positive

irefRd,Γ <
vs

Rsωs

( 2Rs

LM,Γ

+
RR,Γ + 2Rs

Lσ,Γ

)

. (6.37)

For keeping the coefficient C positive the following constraint has to be set

irefRd,Γ <
2vs

ωsLM,Γ

. (6.38)

The constraint in (6.38) is “harder” than the constraint in (6.37). The constraint

in (6.38) can be compared to the constraint in (5.60), i.e.,

irefRd,Γ <
2v2

s

ωsLM,Γ(vs −RsirefRq,Γ)
≈ 2vs

ωsLM,Γ

(6.39)

where the stability analysis, in Section 5.3.2, was performed assuming fast current dy-

namics. The system consists of two poorly damped poles, caused by the flux dynamics,

and the constraint on irefRd,Γ relates to the flux dynamics. Therefore, the constraint on

irefRd,Γ, which relates to the flux dynamics, can be found more easily assuming a fast cur-

rent dynamics. Generally, a full-order analysis is still valuable, if the current dynamics

are not fast, since other parameters also may influence the stability.

“Active Resistance”

For the system with the active resistance, Ra, the same dynamic equation as in (6.28)

to (6.31) can be analyzed, but the control law has to be modified to

vR,Γ = kpe + kiI + (jω2Lσ,Γ −Ra)iR,Γ (6.40)

in order include the “active resistance”. Linearization and a Taylor expansion of the

characteristic polynomial as before yields

(p+ αc)
2(p4 + c3p

3 + c2p
2 + c1p+ c0). (6.41)
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That is, it consists of at least two real poles located at −αc. The coefficients of the

fourth-order polynomial are given by

c3 = 2αc +
2Rs

LM,Γ

−
irefRd,ΓRsωs

vs

(6.42)

c2 = α2
c +

4αcRs

LM,Γ

−
2αci

ref
Rd,ΓRsωs

vs

+ ω2
s −

irefRq,ΓRsω
2
s

vs

(6.43)

c1 =
2αc(vs −Rsi

ref
Rq,Γ)ω2

s

vs

− Rsωs(ωr + ωs)

Lσ,Γ

+
α2

cRs(2vs − irefRd,ΓLM,Γωs)

LM,Γvs

(6.44)

c0 =
α2

c(vs −Rsi
ref
Rq,Γ)ω2

s

vs

. (6.45)

In Figure 6.3 the root loci of the fourth-order characteristic polynomial are shown. The

figure shows how the poles move when the bandwidth of the current control loop, αc,

varies from 0.28 p.u. to 10 p.u. The reason that the bandwidth does not start at a lower

value is that the active resistance, Ra, becomes negative for smaller bandwidths, and is

therefore not applicable. In the figure, the induction machine is running as a generator

at rated torque, synchronous speed, and is magnetized from the rotor circuit. This

implies that irefRd,Γ is set to 0.33 p.u., irefRq,Γ is set to 0.78 p.u. and ωr is set to 1 p.u. It
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Figure 6.3: Root loci.

can be seen in the figure that the poorly damped poles move with increasing bandwidth

of the current control loop from stable to unstable and back to be stable again. For the
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case investigated in the figure, the system is unstable for bandwidths between 1 p.u.

and 4.7 p.u.

Similar approach as in previous section with Routh’s table produces very large ex-

pressions from which it is difficult to determine any constraints for stability. Therefore

the approach with Routh’s table is not carried out for this method.

This method actually might be unstable if the bandwidth of the current control loop

is set to a high value. Therefore, one must very careful with the design and analysis

of the system, if this method is to be chosen for controlling the rotor currents. The

analysis of this system is rather difficult, since the system becomes quite complex.

“Active Resistance” and Feed-Forward of the Back EMF

The control law with feed-forward and active resistance can be expressed as

vR,Γ = kpe + kiI − (Ra − j ω̂2Lσ,Γ)iR,Γ + vs − (
Rs

LM,Γ

+ jωr)ψs. (6.46)

and the dynamics are described by (6.28) to (6.31). Linearization of the system around

its equilibrium point and after a first-order Taylor series expansion of the characteristic

polynomial around Rs = 0, the following characteristic polynomial can be found:

(p+ αc)
4
[

p2 +
Rs

LM,Γ

(

2 −
ωsLM,Γi

ref
Rd,Γ

vs

)

p+
(

1 −
Rsi

ref
Rq,Γ

vs

)

ω2
s

]

. (6.47)

The characteristic polynomial has four real roots located at −αc. The second-degree

factor is identical to the characteristic polynomial in (5.59) where the current dynamics

were neglected, i.e., assumed to be much faster than the flux dynamics. Therefore, when

using feed-forward of the whole back emf and “active resistance” in the current control

law, the same analysis as for the case with the assumption of fast current dynamics

can be used.

6.1.5 Evaluation

In this section different current control laws will be compared:

I Current control with feed-forward of the back emf, without neglecting anything, as

described in Section 6.1.1.

II Current control with active resistance to damp out the back emf, as described in

Section 6.1.2.

III Current control with feed-forward of the back emf and active resistance, as de-

scribed in Section 6.1.3.

In Figure 6.4 a Bode diagram, of the transfer function from E to iR,Γ, i.e., (6.24), for

two different bandwidths of the current control loop, can be seen. The transfer func-

tions are both without “active resistance” (I) and with “active resistance” (II and III).
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Figure 6.4: Bode diagram from E to iR,Γ. Without “active resistance” solid and with

“active resistance” dashed. a) αc = 1.4 p.u. b) αc = 14 p.u.

It can be seen that when using “active resistance” that the damping of low-frequency

disturbances has significantly improved. However, using the “active resistance” with-

out feed-forward of the back emf (II) cannot be done without a careful analysis of the

stability of the system, since as described in Section 6.1.4 the system might be unstable

if the bandwidth of the current control loop is not set to a high value.

In Figure 6.5 simulations of current control using the above-mentioned Methods I

to III are shown. In the simulations the reference values are initially set to zero; after

0.1 s irefRq,Γ changes to 0.5 p.u., after 0.2 s irefRd,Γ changes to −0.5 p.u. and, finally, after

0.3 s, irefRq,Γ changes to −0.25 p.u. The bandwidth of the current control loop is set to

1.4 p.u., except Method III, where the bandwidth is set to 7 p.u., since as described

in the previous section, the system tends to be unstable for medium bandwidths. The

bandwidth 1.4 p.u. corresponds to a rise time (10%–90%) of 5 ms. It can be seen in the

figure that oscillations caused from the flux have been damped out or been canceled by

feed-forward compensation. In order to evaluate the performance of the current control

laws experimentally, the doubly-fed induction machine has been exposed to current

steps, see Figure 6.6. This has been done by letting irefRq,Γ change from −0.25 p.u. to

0.25 p.u. when the rotor speed, ωr, reaches 0.32 p.u. and vice versa when the rotor

speed reaches 0.16 p.u. During the measurements the induction machine is magnetized

entirely from the stator, i.e., irefRd,Γ = 0, and is operated under no-load conditions.
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Figure 6.5: Simulation of rotor current control using feed-forward of the back emf. The

rotor current’s d component, iRd,Γ, is solid and the q component, iRq,Γ, is dashed. a) I

(bandwidth 1.4 p.u.). b) II (bandwidth 7 p.u.). c) III (bandwidth 1.4 p.u.).

Further, the stator voltage of the doubly-fed induction machine was 230 V (the rated

voltage of the machine is 380 V). Data have been sampled with 10 kHz and low-pass

filtered with a cut-off frequency set to 5 kHz. In the measurements, the bandwidth of

the current control was set to 1.4 p.u. During the experimental work it was found out

that offsets in the stator voltage measurements caused a 100-Hz frequency component

in the stator voltage. This 100-Hz frequency component influenced the performances

of the current control Methods I and III, since the stator voltage is included in the

control law. However, a notch filter was introduced to filter the stator voltage, and

by this way the influence of the 100-Hz frequency component was limited. A scrutiny
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Figure 6.6: Measurement of the step response of the q component of the rotor current

for the three current control methods. a) iRd,Γ (I). b) iRq,Γ (I). c) iRd,Γ (II). d) iRq,Γ

(II). e) iRd,Γ (III). f) iRq,Γ (III).

investigation of Figure 6.6c) and d) reveal that Method II has a 50-Hz ripple. One

reason for this is that using only “active resistance” to damp out the back emf, the

system might be unstable as previously shown (note, that the operating condition in

the measurements differs from plot in Figure 6.3). In Figure 6.6e) and f) it can be seen

that the method with feed-forward of the back emf and with “active resistance” works

well and the ripple in the d and q component is less than in the other investigated

methods.
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6.1.6 Conclusions and Discussion

The flux dynamics of the doubly-fed induction machine consists of two poorly damped

poles which influence the current control loop, i.e., they will cause oscillations, close to

the line frequency, in the flux and in the rotor currents. Current control Method I with

feed-forward compensation of the whole back emf manages to suppress the oscillations

in the d component of the rotor current. However, Method II which only uses “active

resistance” to damp out disturbances acting on the rotor current might be unstable,

even though the method manages to suppress low-frequency disturbances very well.

For the current control Method III with feed-forward of the whole back emf and with

the “active resistance,” the stability analysis of the flux dynamics can be reduced to

a system of the second order. This method manages to damp out both low-frequency

disturbances in the d component rotor current and the oscillations caused by the flux

dynamics better than the other methods in the comparison.

The dynamic performance of the doubly-fed induction machine, in comparison to

singly-fed induction machine, is less good since, as mention before, it consists of two

poorly damped poles which becomes unstable for a certain value of the d component

of the rotor current.
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6.2 Damping of Flux Oscillations

In Section 5.3.2, a short presentation of different methods of damping the flux oscilla-

tions was given. In this thesis, the flux oscillations will be damped out by feedback of

the derivative of the flux. The reason that this method is chosen is that this method

has low cost (i.e., no extra hardware), is easy to implement, and can damp the flux

oscillations well. Due to the fact that the method with an extra inverter connected

to the star-point of the stator winding has to handle the stator current, implying an

increase of the losses, and the increased cost for an extra inverter this method, is not

considered in this thesis since some of the benefits and reasons for the doubly-fed in-

duction generator, e.g., smaller (cheaper) inverter and lower losses, vanishes.

The q component of the rotor current will be used for controlling the torque or the

speed, but the d component of the current can be used to damp the oscillations and

improve the stability. If we add a component ∆irefRd,Γ to the d component of the rotor

current reference, which we control as

∆irefRd,Γ = − p

p+ αf

αd

Rs

ψs (6.48)

then we have introduced a flux differentiation compensation term, that will improve the

damping of the system. In the above equation, a low-pass filter has been added since

a pure differentiation is not implementable. Under the assumption that the current

dynamics are set much faster than the flux dynamics and αf is small, the characteristic

polynomial in (5.59) can be rewritten as

p2 +
[

αd +
Rs

LM,Γ

(

2 −
ωsLM,Γi

ref
Rd,Γ

vs

)]

p+
(

1 −
Rsi

ref
Rq,Γ

vs

+ αdRs
vs − iRd0,ΓLM,Γωs

vsLM,Γω2
s

)

ω2
s .

(6.49)

With the inclusion of a flux damping, the constraint on the d component becomes

iRd0,Γ <
(

2 + αd
LM,Γ

Rs

) vs

ωsLM,Γ

(6.50)

in order to guarantee stability. Comparing to (5.60), it is seen that the constraint on

the d component rotor current has increased (2 + αdLM,Γ/Rs)/2 times.

6.2.1 Parameter Selection

As can be seen in (6.48) the flux damping uses two parameters, αd and αf , that have

to be determined. Obviously, the cut-off frequency of the low-pass filter, αf , must be

set lower than the oscillating frequency in order to be able to damp the oscillation at

all. The damping term, αd, must be chosen smaller than the bandwidth of the current

control loop, αc, so that the flux damper becomes slower than the current dynamics.

Of course, if a flux estimation is used to determine the flux, the bandwidth of the

damper, αd, must be smaller than the bandwidth of the flux estimation.
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6.2.2 Evaluation

Figure 6.7 shows a simulation of a vector-controlled doubly-fed induction machine,

according to (6.18), with and without flux damping. The reference value irefRd0,Γ is

initially zero and is at 0.5 s changed to −0.5 p.u. The reference value of irefRd,Γ is

initially zero and is at 0.25 s it is changed to 0.5 p.u., and at 0.75 s to −0.25 p.u. The
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Figure 6.7: Simulation of current control with (solid) and without (dashed) damping

of the flux oscillations. a) iRd,Γ. b) iRq,Γ. c) ψs.

bandwidth of the system, αc, is set to 4.7 p.u., while αd is set to 0.7 p.u., and αf is

set to 0.05 p.u. In the simulation it is assumed that the flux can be determined from

measurements of the stator and the rotor currents. It can be seen in the figure that the

oscillations in the flux has been damped out with the flux damper. Since it is difficult

to see the effect of the flux damper in a measured time series, due to noise, a frequency
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spectra of the flux magnitude has been plotted instead in Figure 6.8. In the figure the

current control method with feed-forward of the back emf and with active resistance

has been used, with and without flux damping. The frequency spectra is based on a

6 s long measurement. The doubly-fed induction machine is operated as described in

Section 6.1.5. The bandwidth of the current control loop, αc, was set to 2.3 p.u., the

damping term, αd, was set to 0.7 p.u. and, the cut-off frequency term, αf , was set to

0.05 p.u. It can be seen in the figure that the 50-Hz component has been to a large
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Figure 6.8: Frequency spectra of the flux (data from measurements). a) Without flux

damping. b) With flux damping.

extent damped out, i.e., a factor of ten, by the flux damper.

6.3 Stator Current Control with Feed-Forward of

the Back EMF and “Active Resistance”

One possibility, as mentioned before, is to control the stator currents instead of the

rotor currents. In this section a stator current control law with feed-forward of the

back emf and “active resistance” will be derived. The stator current will be controlled

with stator flux orientation. The inverse-Γ representation of the induction machine

will be used. Eliminating the rotor currents and the rotor flux from (5.23) and (5.24)

yields

vs = Rsis +
dΨs

dt
+ jω1Ψs (6.51)

Lσ
dis
dt

= −vR −
(

Rs +RR
Lσ + LM

LM

+ jω2Lσ

)

is +
(RR

LM

− jωr

)

Ψs + vs. (6.52)
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Since we are free to chose the rotor voltage, we can chose it as

vR = v′

R + (Ra − jω2Lσ)is +
(RR

LM

− jωr

)

Ψs + vs (6.53)

in order to feed-forward the back emf and include the “active resistance,” Ra. Now it

is possible to write the current dynamics (6.52) as

Lσ
dis
dt

= −v′

R −
(

Rs +RR
Lσ + LM

LM

+Ra

)

is. (6.54)

The transfer function, G′(p), from vR to is becomes

G′(p) =
−1

pLσ +Rs +RR
Lσ+LM

LM
+Ra

. (6.55)

Using IMC, the proportional and integral gains of a PI-controller can be found as

kp = −αcLσ ki = −αc

(

Rs +RR
Lσ + LM

LM

+Ra

)

. (6.56)

If the “active resistance” is set to

Ra = αcLσ −Rs −RR
Lσ + LM

LM

(6.57)

a disturbance will be damped out with the same bandwidth as the current control loop.

Compare to Section 6.1.2.

6.3.1 Stability Analysis

The current dynamics are assumed to be much faster than the flux dynamics. From (6.51)

we can get the flux dynamics divided into real and imaginary parts and taking into

account field orientation, as

dψs

dt
= −vs sin(θs − θ1) −Rsisd (6.58)

dθ1

dt
= ω1 =

vs cos(θs − θ1) −Rsisq
ψs

(6.59)

where the stator voltage can be found from (6.11). Making the variable substitution

∆θ = θs − θ1 yields

dψs

dt
= −vs sin(∆θ) −Rsisd (6.60)

d∆θ

dt
= ωs −

vs cos(∆θ) −Rsisq
ψs

(6.61)

where ωs is the frequency of the grid voltage. As for the stability analysis in Sec-

tion 5.3.2, the system has two equilibrium points (neglecting the periodic solutions of
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the trigonometric functions) where one of the solutions is unfeasible since it corresponds

to negative flux. The interesting equilibrium point becomes

ψs0 =

√

1 − R2
si2

sd

v2
s
vs −Rsisq

ωs

≈ vs −Rsisq
ωs

(6.62)

∆θ0 = − cos−1
(

√

1 − R2
si

2
sd

v2
s

)

≈ −Rs

vs

isd. (6.63)

The characteristic polynomial of the system around the equilibrium point yields

p2 +
Rsisdωs

√

1 − R2
si2

sd

v2
s
vs −Rsisq

p+

√

1 − R2
si2

sd

v2
s
vsω

2
s

√

1 − R2
si2

sd

v2
s
vs −Rsisq

. (6.64)

A first-order Taylor series expansion, around Rs = 0, of the characteristic polynomial

above yields

p2 +
Rsisdωs

vs

p+
(vs +Rsisq)ω

2
s

vs

. (6.65)

In the above characteristic polynomial it can be seen that isd must be greater than zero

to maintain stability. Further, the q component of the rotor current must be

isq > − vs

Rs

. (6.66)

However, this constraint will hardly make any difference on the stability, since the

stator voltage is 1 p.u. and the stator resistance is at least less than 0.1 p.u. (accord-

ing to Table 4.1). This means that isq > −10 p.u., which is ten times the rated current.

One possibility would also to apply flux damping in a way similar to what has been

done in the previous section, i.e., letting

∆irefsd =
p

p+ αf

αd

Rs

ψs. (6.67)

Then, the characteristic polynomial in (6.65) becomes

p2 +
(

αd +
Rsisdωs

vs

)

p+
(vs +Rsisq)ω

2
s + αdRsisdωs

vs

. (6.68)

if the “low-pass” constant αf is small.

If the characteristic polynomial, in (6.49), for the rotor current control with flux

damping, as described in Section 6.2, is rewritten as

p2 +
[

αd +
Rs

LM,Γ

(

1 +
ωsLM,Γisd

vs

)]

p+
(

1 +
Rsisq
vs

+
αdRsisd
vsωs

)

ω2
s (6.69)
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where the rotor currents has been exchanged to the stator currents, i.e., iRd,Γ =

ψs/LM,Γ − isd and iRq,Γ = −isq. If αd � Rs/LM,Γ then the characteristic polynomial

above can be approximated as

p2 +
(

αd +
ωsRsisd
vs

)

p+
(

1 +
Rsisq
vs

+
αdRsisd
vsωs

)

ω2
s (6.70)

which is identical to the characteristic polynomial in (6.68), i.e., the dynamics are the

same whether the rotor or stator currents are controlled when damping of the flux is

used. Since the dynamics of stator current control and rotor current control are the

same when using flux damping, only rotor current control will be treated further.
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6.4 Investigation of Grid Disturbances

In this section the response of the doubly-fed induction machine due to grid distur-

bances will be studied. As shown in Section 5.3.2 and in Section 6.1.4, the doubly-fed

induction machines consists of two poorly damped poles, with the oscillation frequency

near the line frequency. These poorly damped poles will cause oscillations in the flux

if the doubly-fed induction machine is exposed to a grid disturbance. Figure 6.9 shows

a circuit of the doubly-fed induction generator system with a back-to-back inverter.

Since the stator-to-rotor turns ratio, of the doubly-fed induction generator, is designed

PSfrag replacements Crow bar

Stator

Rotor

Grid

Slip rings

Rr

Lrλ
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Figure 6.9: Doubly-fed induction generator circuit.

according to the desired variable-speed range it might not be possible to achieve the

desired rotor voltage in order to control the rotor currents. This means that when the

rotor voltage becomes limited it is not possible to control the current as desired. This

implies that a voltage dip can cause high induced voltages or currents in the rotor

circuit. If the rotor current or the internal rotor voltage becomes too high due to a line

fault, e.g. a voltage dip, it is necessary to have a protection device that short circuit

the rotor circuit, i.e., a crow bar, and thereby protect the inverter from over currents

and the rotor of the generator to over-voltages. In this section an investigation of how

the rotor current is influenced by a voltage dip is performed. Throughout this section a

voltage dip will be referred to how much the voltage drops. For example, a voltage dip

of 25 %, on a 400 V grid, implies that the remaining voltage in the grid is 75 %, i.e.,

300 V. The grid disturbances, in this section, will be limited to symmetrical voltage

dips only.
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In order to show typical responses to voltage dips of wind turbines, equipped with

doubly-fed induction generator, some measurements will be presented. Figure 6.10

shows a measurements of the response of a Vestas V52-850 kW wind turbine to a

voltage dip. The voltage drops approximately 5 % after 0.1 s. The measured data was

sampled with 2048 Hz and automatically low-pass filtered with the cut-off frequency set

to 1000 Hz. The Vestas V52-850 kW wind turbine has a doubly-fed induction generator

where the speed can vary with up to 60 % [70]. Before the voltage dip occurs the wind
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Figure 6.10: Measurement of the response of a Vestas V52-850 kW wind turbine to a

voltage dip. a) Voltage. b) Current magnitude. c) Active power. d) Reactive power.

turbine is producing about 420 kW, which corresponds to approximately 50 % of the

nominal power of the turbine. It can be seen in the figure that oscillations occur in the

grid current, the active and the reactive power delivered to the grid. These oscillations

87



are caused by the poorly damped poles. The response to a larger voltage dip can be

seen in Figure 6.11. The voltage drops down approximately 25 % to 550 V at t=0.1 s

and after 0.1 s the fault, causing the voltage dip on the grid, is cleared, and the voltage

starts to recover. Before the voltage dip the wind turbine is producing about 150 kW,

which corresponds to approximately 18 % of the nominal power of the turbine. As for
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Figure 6.11: Measurement of the response of a Vestas V52-850 kW wind turbine to a

voltage dip. a) Voltage. b) Current magnitude. c) Active power. d) Reactive power.

the case with a 5 % voltage dip, oscillations, close to the line frequency, occurs in the

grid current, the active and the reactive power delivered to the grid.

As mentioned before the magnitude of the grid current is shown in Figure 6.10 and

Figure 6.11 and not the stator current. The grid current consists of the stator current

and the current from the inverter. However, the figures still show the typical response,
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with oscillations close to line frequency, of doubly-fed induction machines due to a

voltage dip.

6.4.1 Assumptions

In simulations that will be presented later on, the rotor current reference values have

been set, unless otherwise stated, to

irefRd,Γ =
ψ

LM,Γ

(6.71)

irefRq,Γ = − T ref

3npψ
(6.72)

where the flux is approximated as ψ ≈ Vbase/ωbase. This choice of the d component of

the rotor current reference implies that the doubly-fed induction machine is magnetized

from the rotor circuit.

The doubly-fed induction machine will operate under the following conditions before

the grid disturbances

Case I 10 % of rated torque and at a rotor speed of 0.7 p.u.

Case II 50 % of rated torque and at synchronous rotor speed.

Case III 100 % of rated torque and at a rotor speed of 1.3 p.u.

Case IV 115 % of rated torque and at a rotor speed of 1.3 p.u.

The reason for choosing these four cases is the fact that these operating conditions re-

flect four normal operating-points of a variable-speed wind turbine. During the simula-

tions in this section, the rotor speed, during the disturbance, is assumed to be constant.

Note, that throughout this section the rotor currents and voltages are referred

to the stator circuit. For example, if the stator-to-rotor turns ratio equals 1:3 then

the rotor voltage, referred to the stator circuit, is one third of the actual and the

rotor current, referred to the stator circuit, is three times the actual. Other data and

parameters of the doubly-fed induction machine, used in the simulations, can be found

in Appendix C.2.

6.4.2 Without Flux Damping

When investigating how the maximum rotor current is influenced by a voltage dip, the

following control-law methods will be used:

Method A The current control law given by (5.46).
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Method B The current control law with feed-forward of the back emf. In the feed-

forward back emf term the derivative of the flux is neglected. The current control

law is given by (5.49).

Method C The current control law with feed-forward of the whole back emf as de-

scribed by (6.18)

It can be noted that in neither of the control laws, flux damping has been performed,

as described in Section 6.2. In order to verify the model of the doubly-fed induction

machine comparisons of simulated and laboratory results, for a voltage dip, will be

presented. Figure 6.12 shows the response of the laboratory doubly-fed induction ma-

chine due to a voltage dip. The voltage drops approximately 4.5 %. The induction

machine is controlled using Method A and the bandwidth of the current control loop

was set to 0.35 p.u., corresponding to a rise time of 20 ms. During the measurements,

the stator is connected in series with resistances of approximately 0.85 Ω, which are

short-circuited to accomplish a voltage dip. The induction machine is accordingly op-

erated as a generator. The measured data were sampled with 10 kHz and low-pass

filtered with a cut-off frequency set to 500 Hz. It can be seen in the figure that al-

most the same response could be accomplished using simulations as the measured ones.
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Figure 6.12: The response for method A due to a voltage dip. Solid line is measurements

and dashed lines are simulation. a) ψs. b) is. c) iRd,Γ. d) iRq,Γ.
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Figure 6.13 shows a simulation of the responses, for current control Methods A

to C, for a voltage dip of 25 %. In the simulation, the doubly-fed induction machine is

magnetized from the rotor circuit, i.e., irefRd,Γ is set according to (6.71), and is running

at a rotor speed of 0.8 p.u. and at 17 % of rated torque. The bandwidth of the current

control loop in the simulation was set to 0.7 p.u. It can be seen in the figure that
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Figure 6.13: Responses due to a voltage dip, of 25 %, for current control Method A

(dotted), Method B (dashed), and Method C (solid). a) Flux, ψs. b) Rotor voltage,

|vR,Γ|. c) d component rotor current, iRd,Γ. d) q component rotor current, iRq,Γ. e) d

component stator current, isd. f) q component stator current, isq.

Method A gives oscillations in both the d and the q component of the rotor current.

The reason for this is that the “whole” back emf, i.e.,

E =
dψs

dt
+ jω2ψs = jvse

j (θs−θ1) −
( Rs

LM,Γ

+ jωr

)

ψs (6.73)
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is treated as a disturbance to the current controller. In (6.73) it can be seen that the

derivative of the flux will influence the d component of the rotor current while the term

jω2ψs will influence the q component of the rotor current. For Method B, the term

jω2ψs, in the back emf is compensated for in a feed-forward manner. Therefore, the

oscillations in the q component has vanished. In Method C, where the flux derivative in

the back emf is not neglected in the feed-forward compensation term, the oscillations

in the flux will not influence the rotor current, but then the oscillations is “pushed

over” to the d component of the stator current. On the other hand, for Method C

the flux oscillation, are worse damped than for Methods A and B. In the simulations

the rotor voltage has not been limited, i.e., the current controller puts out the desired

voltage. However, in a real system, the rotor voltage must be limited when it reaches

the maximum value that the inverter can deliver. If the rotor voltage becomes limited

the current controller loses control of the rotor current, which then might reach the

rated current of the inverter. Then, the “crow bar” must short circuit the rotor circuit

in order to protect the inverter.

In order to investigate the response to different magnitudes of the voltage dips

and for different bandwidths of the current control loop, several simulations have been

carried out. For Metod B the maximum current due to a voltage dip, can be seen in

Figure 6.14, for different bandwidths of the current control loop, αc. In the figure, the

doubly-fed induction machine is operated under the four different conditions, Case I–

Case IV. The different operating conditions are given in Section 6.4.1. It can be seen

in the figure that the maximum rotor current increases with the size of the voltage dip,

especially for low bandwidths of the current control loop. For higher bandwidths of the

current control loop it can be seen that the rotor current is practically constant. The

reason for this is that when the bandwidth is increased the “need” for compensating the

back emf vanish, cf. the Bode plot in Figure 5.10. However, for large voltage dips and

low bandwidths the results are independent of the operating point. The corresponding

maximum rotor voltages, for Method B, are presented in Figure 6.15. In the figure

it can be seen that the maximum rotor voltage increases with the size of the voltage

dip. Further, the maximum rotor voltage, for large voltage dips, is relatively similar

between the different operating points investigated. It can also be noted that the

maximum rotor voltage, due to a voltage dip, is quit independent of the bandwidth of

the current control loop, αc.
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Figure 6.14: Maximum value of the rotor current, for current control Method B, after

a voltage dip, and for different bandwidths of the current control loop, αc. a) Case I.

b) Case II. c) Case III. d) Case IV.
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Figure 6.15: Maximum value of the rotor voltage, for current control Method B, after

a voltage dip, and for different bandwidths of the current control loop, αc. a) Case I.

b) Case II. c) Case III. d) Case IV.
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Figure 6.16 shows the corresponding maximum rotor voltage when Method C is

used. Since, a voltage dip do not influence the rotor current for Method C, the rotor

current is not shown. In the figure it can be seen that the maximum rotor voltage
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Figure 6.16: Maximum value of the rotor voltage, for Method C, after a voltage dip,

and for different bandwidths of the current control loop, αc. a) Case I. b) Case II.

c) Case III. d) Case IV.

increases with the magnitude of the voltage dip, in a similar way as for Method B.

The maximum rotor voltage, for large voltage dips, is similar between the different

operating points investigated. It can also be seen that the maximum rotor voltage,

due to a voltage dip, is independent of the bandwidth of the current control loop, αc.

Generally, the maximum rotor voltage for Method B is a couple percent lower than for

Method C.

96



As could be seen in Figure 6.15 and Figure 6.16, for Cases I, II and IV the maximum

rotor voltage is quite high even for a small voltage dip. The reason for this is that the

rotor speed is either 0.7 p.u. or 1.3 p.u., i.e., the rotor voltage must be 0.3 p.u. in order

to have a slip of 30 %. This is approximately the maximum needed rotor voltage in

order control the doubly-fed induction machine with a maximum slip of ±30 % (without

considering grid disturbances). This means that if the inverter is designed according

to the maximum desired slip, the rotor voltage is close to its maximum allowed value

for Cases I, II and IV. Then, there is not “much” rotor voltage left to handle a grid

disturbance, i.e., the rotor voltage must be limited and thereby the current controller

loses control of the rotor currents.

It can also be noted, although not shown for all methods, that the maximum rotor

current due to a voltage dip becomes quite similar for the different current control

methods (A–C) when the bandwidth of the current control loop is high. The reason

for this is that when the bandwidth of the current control loop increases, the need for

feed-forward of the back emf vanishes, cf. the Bode plot in Figure 5.10.

If the doubly-fed induction machine was magnetized from the stator circuit instead

of the rotor circuit, the maximum rotor voltage could be reduced from 0 up to 0.2 p.u.

for Method C, depending on the size of the voltage dip, for the investigated system.

Further, the “natural” damping of the system is also improved. The interested reader

can find a small investigation of this in Appendix D.

Method C seems to be the best one suited to handle a voltage dip, since it has full

control over the rotor currents, at least, as long as the rotor voltage is not limited.

For Method C the flux oscillations is are worse damped than the other investigated

methods. But, since we have full control of the rotor current, they can be used to damp

out the flux oscillation.

6.4.3 With Flux Damping

Here, in this section, flux damping, as described in Section 6.2, will be introduced in

the current control laws. In order to investigate the influence of the flux damping, on

the rotor currents, the following current control laws will be used

Method D Method A with flux damping. Flux damping is performed according to

Section 6.2.

Method E Method B with flux damping. Flux damping is performed according to

Section 6.2.

Method F Method C with “active resistance” and with flux damping. Flux damping

is performed according to Section 6.2.

Figure 6.17 shows a simulation of the response, for Methods D, E and F, caused by a

voltage dip of 25 %. In the simulation, the doubly-fed induction machine is magnetized
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from the rotor circuit, i.e., irefRd,Γ is controlled according to (6.71). The bandwidth of the

current control loop in the simulation was set to 7 p.u. and the flux damping, αd, is set

to 0.07 p.u. The response of the different methods performs almost the same, except
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Figure 6.17: Responses due to a voltage dip, of 25 %, for current control Method D

(dotted), Method E (dashed) and, Method F (solid). The doubly-fed induction machine

is magnetized from the rotor circuit. The machine is running of 17 % of rated torque

and at a rotor speed of 0.8 p.u. before the voltage dip. a) Flux, ψs. b) Rotor voltage,

|vR,Γ|. c) d component rotor current, iRd,Γ. d) q component rotor current, iRq,Γ. e) d

component stator current, isd. f) q component stator current, isq.

Method A which has oscillations in the q component of the rotor and stator current.

These oscillations are caused by the back emf in the same way as described in previous

section (without flux damping). It can be seen in the figure that the d components of

the currents has large oscillations. The reason for the oscillations in the d component
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of the rotor current is that it is used to damp out the oscillations. This method, with a

flux differentiation to damp out the flux oscillations demands relatively high currents

[37]. The maximum value of the rotor voltage is also relatively high. In comparison to

the simulation in Figure 6.13, without flux damping, the maximum value of the rotor

voltage is higher.

As could be seen in Figure 6.17 the maximum rotor current for the different methods

are close to each other, therefore the response of the doubly-fed induction machine for

different magnitude of the voltage dips will only be presented for Method F. Since the

d component is used to damp out the flux oscillations, which therefore might be high,

both the maximum rotor current and voltage will be shown. Figure 6.18 shows the

maximum rotor current after a voltage dip for different bandwidths of the flux damp-

ing, αd. The bandwidth of the current control loop is set to 7 p.u. and the doubly-fed

induction machine is magnetized from the rotor circuit. In the figure it can be seen,

that the rotor currents will reach a very high value for a relatively small voltage dip.

It can also be seen that if the flux damping is increased the maximum value of the

rotor current is also increased, especially when comparing to very low bandwidths of

the flux damping, αd. Of course, it is possible to limit the rotor current so it does

not increase above the rated current of the inverter. If the rotor current has to be

limited, the performance of the flux damping will be lower. Note, that the controller

will not lose the control of the rotor currents as long as the rotor voltage is not limited.

Therefore the maximum value of the rotor voltage is of great importance, if the system

should withstand a voltage dip. Figure 6.19 shows the corresponding maximum rotor

voltage, for Method F. In the figure it can be seen that the “needed” rotor voltage

to damp the flux oscillations increases with the bandwidth of the flux damping, αd,

at least for larger voltage dips. The maximum rotor voltage is not that dependent on

the bandwidth of the flux damping, αd, for smaller voltage dips. It can also be noted

that there exists a flux damping, αd, where the maximum rotor voltage is minimum.

However, the damping of the flux will be poor since the value of the flux damping, αd,

is small.

As for the case without flux damping it is possible to reduce the maximum rotor

current and voltage if the doubly-fed induction machine is magnetized from the stator

circuit instead of the rotor circuit. Further, the “natural” damping of the system is also

improved. The interested reader can find a small investigation of this in Appendix D.

6.4.4 Conclusion and Discussion

It has been found out that in order to withstand a voltage dip, there are two important

factors, namely the maximum allowed rotor current and voltage. For example, if the

rotor voltage must be limited, then the current controller “loses” the control over the

rotor currents and therefore the rotor currents might be larger than maximum allowed

99



0
0.1

0.2
0.3

0.4
0.5

0

0.05

0.1
0

2

4

6

0
0.1

0.2
0.3

0.4
0.5

0

0.05

0.1
0

2

4

6

0
0.1

0.2
0.3

0.4
0.5

0

0.05

0.1
0

2

4

6

0
0.1

0.2
0.3

0.4
0.5

0

0.05

0.1
0

2

4

6

PSfrag replacements

∆U [p.u.]

αd [p.u.]

imax
R,Γ [p.u.]

a)

∆U [p.u.]

αd [p.u.]

imax
R,Γ [p.u.]

b)

∆U [p.u.]

αd [p.u.]

imax
R,Γ [p.u.]

c)

∆U [p.u.]∆U [p.u.]

∆U [p.u.]∆U [p.u.]

αd [p.u.]αd [p.u.]

αd [p.u.]αd [p.u.]

im
a
x

R
,Γ

[p
.u

.]

im
a
x

R
,Γ

[p
.u

.]

im
a
x

R
,Γ

[p
.u

.]

im
a
x

R
,Γ

[p
.u

.]

d)

Figure 6.18: Maximum value of the rotor current, for current control Method F, after

a voltage dip, and for different bandwidths of the current control loop, αc. a) Case I.

b) Case II. c) Case III. d) Case IV.

current. The choice of current control law can also be an important factor, if the band-

width of the current control loop is low.

When flux damping is used, the rotor currents will reach their rated values for a rel-

atively small voltage dip. However, the maximum rotor voltage is not affected as much

as the rotor current. The difference between different methods of flux damping is small.

In the evaluation in this section, the control of the grid-side inverter has not been

considered. Although, some interesting results can be noted. Which is, that it is not

only necessary to dimension the inverter after the rated current of the machine and the
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Figure 6.19: Maximum value of the rotor voltage, for current control Method F, after

a voltage dip, and for different bandwidths of the current control loop, αc. a) Case I.

b) Case II. c) Case III. d) Case IV.

desired variable-speed range, but also so it can handle and damp out the flux oscillation

of a specific voltage dip. If the doubly-fed induction machine is magnetized from the

stator circuit instead of the rotor circuit the maximum rotor voltage and current, due

to a voltage dip, can be reduced.

The method with feed-forward of the back emf and possibly an “active resistance”

seems to be the best one suited to handle a voltage dip, since it has full control of the

rotor currents. Using this method the flux oscillations are worse damped, but since the

controller has full control of the rotor current, they can be used to damp out the flux

oscillation. One disadvantage of using feed-forward of the back emf is that the stator
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voltage and current have to be measured. This implies that offsets and noise in the

measurements might influence the performance of the controller.

102



Chapter 7

Conclusion

The electrical energy efficiency of wind turbine systems equipped with doubly-fed in-

duction generators in comparison to other wind turbine generator systems has been

investigated. It was found that if the range of the variable speed is set properly, there

is the possibility to gain a few percentage units (approximately 3 %) in energy effi-

ciency compared to a variable-speed induction generator equipped with a full power

inverter. In comparison to a direct-driven permanent-magnet synchronous generator,

there might be a slight gain in the energy depending on the average wind-speed of

the site. The stator-to-rotor turns ratio is an important design parameter for lowering

the losses of the doubly-fed induction generator system. In comparison with the result

obtained by Datta et al. in [9], there is a large difference in the gain in energy. Rea-

sons for this might be that in [9], the electric and mechanical losses are neglected, the

maximum power that can be produced of each turbine is different and that the result

is only calculated with one simulated wind speed.

The flux dynamics of the doubly-fed induction machine consist of two poorly

damped poles, which influence the current control loop. They will cause oscillations

close to the line frequency in the flux and in the rotor currents. Different methods

to reduce the influence of the flux oscillations in the rotor current have been investi-

gated. The method with feed-forward compensation of the whole back emf manages

to suppress the oscillations in the rotor currents. The method which only uses “active

resistance” to damp out disturbances acting on the rotor current might be unstable,

even though the method manages to suppress low-frequency disturbances very well, if

the bandwidth of the current control loop is not set much higher than the back-emf

dynamics. The method that combines the feed-forward compensation and the “active

resistance” managed to suppress low-frequency disturbances and the oscillations caused

by the flux very well. Further, it has been shown that, using this method, the analysis

of the flux dynamics is reduced to a second-order system.

In case of a voltage dip, the flux in the doubly-fed induction machine will start to

oscillate. It is then necessary that the controller can cope with the disturbance, since
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otherwise the system must be disconnected from the grid. Important factors are the

maximum allowed rotor current and voltage. Especially, if the rotor voltage must be

limited, then the controller loses control of the rotor current, which then might be too

high. Further, it has been found that the choice of current control law is of importance

if the bandwidth of the current control loop is low.

When using flux damping, the rotor current will reach its rated value for a relatively

small voltage dip. It has also been found out that the difference between different

current control methods when using flux damping of the flux is small. There exists a

value of the flux damping where the maximum rotor voltage is minimum. However,

the damping of the flux will be poor since the value of the flux damping is small.

If the doubly-fed induction machine is magnetized from the stator circuit instead

of the rotor circuit it is possible to reduce the maximum rotor current and voltage due

to a voltage dip. The “natural” damping of the system is also improved, when the

doubly-fed induction machine is magnetized from the stator.

The methods with feed-forward of the back emf and possibly an “active resistance”

seems to be the best one suited, at least for low bandwiths of the current control loop,

to handle a voltage dip, since it has full control of the rotor currents.
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Chapter 8

Proposed Future Work

In this thesis the response of the doubly-fed induction generator to grid disturbances

has been investigated. As always there are many more interesting aspect that can be

considered, such as; unsymmetrical voltage dips, voltage harmonics, phase shifts and

frequency dips in the grid voltage.

Means to counteract these disturbances could be improvements of the control laws

as well as using the grid-side inverter, connected either in shunt or series to the grid,

to improve the situation.

Other aspects that could be of interest is to use the wind turbine, equipped with a

doubly-fed induction generator, to support the electrical grid statically or dynamically.

Since the machine-side inverter is connected in shunt to the grid via the doubly-fed

induction machine (which acts as a transformer) and if the grid-side inverter is con-

nected in series with the grid, the system is close to a unified power quality conditioner

(UPQC) [18]. Therefore an interesting aspect is to investigate the possibility to run the

wind turbine equipped with a doubly-fed induction generator as a UPQC. The great

advantage is that with little additional cost, the wind turbine also works as an UPQC,

which most certainly increase the value of the wind turbine.
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[40] P. K. Kovács. Transient Phenomena in Electrical Machines. Elsevier, 1984.
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Appendix A

Nomenclature

Symbols

FD drag force

FL lift force

I, I current (steady state)

i, i current

ki integral gain

kp proportional gain

L inductance

np number of pole-pairs

P active power

p derivative operator

Q reactive power

R resistance

S apparent power

V, V voltage (steady state)

v, v voltage

α closed loop bandwidth

Ψ, ψ flux

ω1 synchronous frequency

ω2 slip frequency

ωr rotor angular speed (referred to the electrical system)

Superscripts

r rotor oriented reference frame

ref reference

s stator oriented reference frame
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Subscripts

d real part of flux an oriented reference frame

r rotor

m mutual

M mutual (Γ-representation)

R rotor (Γ-representation)

s stator

q imaginary part of an flux oriented reference frame

λ leakage

Γ Γ-representation of Park-model

σ leakage (Γ-representation)

Abbreviations

DFIG doubly-fed induction generator

DFIM doubly-fed induction machine

EMF electro motive force

FSIG fixed-speed induction generator

GSI grid side inverter

IG induction generator

IM induction machine

IMC internal model control

MSI machine side inverter

PWM pulse width modulation

SG synchronous generator
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Appendix B

Per-Unit Values

Table B.1: Base value definition.
Base value Denomination Definition

Base voltage Vbase Vn =
Vn,p−p√

3

Base current Ibase In

Base impedance Zbase
Vbase

Ibase

Base power Sbase 3VbaseIbase

Base angular frequency ωbase ωn = 2πfn

Base angular time tbase
1

ωn

Base torque Tbase
3VbaseIbase

ωbase/np

Base flux Ψbase
Vbase

ωbase

Base inertia Jbase
3VbaseIbase

ω3
base/np

The reason for choosing the phase voltage as base value instead of the main voltage

is due to the fact that the p.u. values should be valid both for space vectors and for

the jω-method.
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Appendix C

Laboratory Setup and Induction

Machine Data

C.1 Laboratory Setup

The laboratory setup consists of one slip-ringed wound rotor induction machine, one

voltage source inverter, two measurement boxes, one digital signal processing (DSP)

system and one measurement computer. Data of the induction machine is given in

Section C.2. In Figure C.1 shows a principle sketch of the laboratory setup. The mea-PSfrag replacements

IMdc mach.

DSPInverter
Meas.

computer
dc supply

ac supply

θr

v, i
v, i

Figure C.1: Laboratory setup. Thick lines indicates cables with power while dashed

lines implies measurements signals.

surement boxes measures voltages and currents. One measurement box is attached to

the stator circuit while the other measure the rotor circuit. There is also a resolver that

measure the rotor position, θr, of the induction machine. When running the machine as

doubly-fed the stator circuit is directly connected to the grid (during the experiments

in this thesis the stator circuit was connected to a 230-V, 50-Hz source, note that the

nominal voltage of the induction machine is 380 V). Normally, the inverter operates as

a back-to-back inverter, but during the experiments the inverter was directly fed by a
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dc source of 450 V dc. Although the inverter here is fed directly from a dc source, it

is possible to run it as a back-to-back inverter. The loading dc machine is fed through

a thyristor inverter and could be both speed or torque controlled.

The control laws were all written in the C-language and downloaded to the DSP-unit

(Texas TMS320c30). The DSP-unit has 16 analog input channels, for measurement

signals, and 8 analog output channels, for signals that is desired to be fed to the

measurement computer. The voltage references to the inverter are modulated digitally

and via optic fibers sent to the inverter.

The measurement system consists of one filter box and one computer equipped with

the LabView software. With this system it is possible to measure up to 16 channels,

i.e., from the measurements boxes or from the DSP unit.

A more thorough description of the laboratory set up can be found in [47].

C.2 Data of the Induction Machine

Table C.1: Nominal values of the induction machine.
Rated voltage (Y) Vn,p−p 380 V

Rated current In 44 A

Rated frequency fn 50 Hz

Rated rotor speed nn 1440 rpm

Rated power Pn 22 kW

Rated torque Tn 145 Nm

Power factor 0.89

Table C.2: Parameters of the induction machine.
Stator resistance Rs 0.115 Ω ⇔ 0.0230 p.u.

Rotor resistance Rr 0.184 Ω ⇔ 0.0369 p.u.

Stator leakage inductance Lsλ 1.65 mH ⇔ 0.104 p.u.

Rotor leakage inductance Lrλ 1.68 mH ⇔ 0.106 p.u.

Magnitizing resistance Rm 224 Ω ⇔ 44.9 p.u.

Magnitizing inductance Lm 46.6 mH ⇔ 2.93 p.u.

Inertia J 0.334 kgm2 ⇔ 178 p.u.
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Appendix D

Grid Disturbances — Difference

Between Magnetizing from Rotor

and Stator Circuit

In Section 6.4 it is assumed that the doubly-fed induction machine is magnetized from

the rotor circuit. Here a small investigation of the difference in the maximum rotor

current and voltage if the doubly-fed induction machine is magnetized from the stator

circuit instead. For a description of the system and other details see Section 6.4.

When the doubly-fed induction machine is magnetized from the stator circuit the

d component of the rotor current reference value is set to

irefRd,Γ = 0. (D.1)

The torque is still controlled as described in Section 6.4.
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D.1 Without Flux Damping

Figure D.1 shows the difference between the maximum rotor voltage, after a voltage

dip, when the doubly-fed induction machine is magnetized from the rotor and the

stator circuit. In the figure Method C is used. It can be seen that if the doubly-fed
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Figure D.1: Difference between the maximum value of the rotor voltage, after a voltage

dip, when the doubly-fed induction machine is magnetized from the rotor and the stator

circuit. Method C is used. a) Case I. b) Case II. c) Case III. d) Case IV.

induction machine is magnetized from the stator circuit, the maximum rotor voltage

can be decreased with up to 0.2 p.u., depending on the size of the voltage dip. The

“natural” damping of the system is also improved when the machine is magnetized

from the stator circuit, i.e., irefRd,Γ = 0, cf. (5.59).
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D.2 With Flux Damping

The difference between the maximum rotor voltage, due to a voltage dip, when the

machine is magnetized from the rotor and the stator circuit, can be seen in Figure D.2.

In the figure Method F is used. As shown in the figure the maximum rotor voltage,
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Figure D.2: Difference between the maximum value of the rotor voltage, after a voltage

dip, when the doubly-fed induction machine is magnetized from the rotor and the stator

circuit. Method F is used. a) Case I. b) Case II. c) Case III. d) Case IV.

due to a voltage dip, will decrease if the doubly-fed induction machine is magnetized

from the stator circuit instead of the rotor circuit. Especially for large voltage dips.

The corresponding difference in the maximum rotor current, due to a voltage dip,

is presented in Figure D.3. In the figure it can be seen that the maximum rotor

current has significantly decreased when the machine is magnetized from the stator

circuit instead of the rotor circuit. It can also be noted that when magnetizing from
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Figure D.3: Difference between the maximum value of the rotor current, after a voltage

dip, when the doubly-fed induction machine is magnetized from the rotor and the stator

circuit. Method F is used. a) Case I. b) Case II. c) Case III. d) Case IV.

the stator circuit, i.e., irefRd,Γ = 0, the “natural” damping of the system is improved,

cf. (5.59).
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