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Abstract

This thesis deals with new methods to improve the performance of
power system protection in the case of voltage- and transient
instability. These methods are designed primarily to mitigate power
system breakdown. Relay algorithms are proposed where conventional
distance protection is combined with additional relay criteria. In case
of voltage instability the criteria are based on the derivative of the
voltage whereas the rate of change of the phase angle of the current is
used for transient instability. For generator coherency determination a
method based on wide area generator speed measurements and Fourier
analysis is proposed. Using this method a concept for a System
Protection Scheme addressing inter-area events is introduced. Finally,
an emergency scheme based on conventional distance relays is
proposed to avoid a complete system collapse in the case of severe
voltage instability.

The performance of these new methods has been compared with
conventional methods based on simulations using different test
systems. 

The proposed relay algorithms improve the relay security with respect
to voltage instability whereas the reach of the distance protection is not
restricted. Neither the line length, different swing frequencies or faults
having a slowly decreasing impedance will affect the performance of
the proposed schemes as may be the case when using conventional
Power Swing Detectors. The fault clearing will also not be blocked as
with conventional PSD applications. The proposed method for
establishing generator coherency leads to almost identical results if
compared with off-line methods as modal analysis or generator speed.
Results obtained from phasor measurements however showed
deviations. This work also demonstrates that, taking initial transient
distortion after a contingency into account, a reliable coherency is
faster obtained by the proposed technique than by methods using pure
speed or generator voltage angle measurements. It has been
demonstrated that the proposed emergency scheme can save part of the
system from a voltage collapse. Black-start can then be avoided and
the restoration time can be reduced. 

Keywords: Distance protection, Generator coherency, Out-of-Step
Protection, Power Swing Detectors, Voltage instability, System
Protection Schemes, Transient instability, Wide Area Protection.
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Chapter 1:  Introduction
Chapter 1 Introduction

1.1 Background and Motivation 
At about 13.00 hrs. on Tuesday December 27, 1983, the Swedish
electrical power system experienced the most severe disturbance of the
last 30 years. The blackout resulted in a number of projects by the
utilities and universities where different aspects of the collapse were
investigated. Several projects analysed the behaviour of different
power system elements such as generators, transformers and loads
while other projects were addressing numerical methods intended to
analyse events similar to the collapse.

These investigations of the 1983 blackout indicated that the
performance of the relay protection system might had been deficient.
At the same time developments in computer and communication
technologies have significantly enhanced the potential for improved
protection systems. As a result the project Protection Strategies to
Mitigate Major Power system Breakdowns was initiated by Svenska
Kraftnät1 in co-operation with Chalmers University of Technology.
The aim of the project has been to investigate the performance of the
existing relay protection during abnormal operating conditions and to
improve protection methods in order to avoid extensive system
breakdowns.

The NORDEL system in Fig. 1.1 is a synchronous system involving
Finland, Norway, Sweden and the part of Denmark east of the Great
Belt. This system is connected to surrounding synchronized systems by
HVDC interconnections. There are also two HVDC interconnections
within the Nordel system; one from the middle part of Sweden to the
south part of Finland and one from the Swedish mainland to the island
of Gotland. The installed generation capacity for the NORDEL system
amounts to about 80 000 MW. Approximately 50 % is hydro
generation and 50 % thermal generation (oil, coal and nuclear).

In the Swedish electrical power system the main load centres are
located in the central and south regions while a significant part of the
generation is located in the north. The regions are separated by
hundreds of km and thus the Swedish bulk power system involves

1. Regulator of the Swedish bulk power system.
1



Chapter 1:  Introduction
large power transfers over long distances. Deregulation resulting in the
decommission of (small) power plants in the south part of Sweden has
further enhanced the radial characteristic of the system. The
possibilities for local generator support in the case of abnormal
operating conditions have obviously been reduced. In addition an
increased variation of power flow directions has been experienced
during recent years. As a result the main constraints for the NORDEL
system are represented by power system stability issues. 

The main ambition in this project has been to improve the protection
performance during power system instability without jeopardizing
fault clearance. During the first part of the project which was
concluded by the licentiate degree, focus was given to local area
protection schemes. Furthermore, in the second part concluded by the
Ph.D degree focus was given to extensive protection systems involving
large areas.

1.2 Outline of the Thesis
This dissertation is organized into two parts. The first part gives a
background to the relevant topics while the second part includes six
papers in which the main technical contributions from this project are
presented.

The background and motivation for the thesis are given in Chapter 1
while Chapter 2 summarizes power system instability phenomena.
Chapter 3 and Chapter 4 discuss the relevant relations between power
system instability and power system protection. Chapter 3 treats local
area protection while Chapter 4 discusses System Protection Schemes.
Chapter 5 briefly introduces the papers enclosed in the second part of
this dissertation. Finally, the conclusions and suggestions for future
work are presented in Chapter 6.

At the end of part 1 an appendix and the references of the six first
chapters are included.
2
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Figure 1.1 The NORDEL system.
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Chapter 2 Power System Instability

In this section a brief summery of power system instability is given.
The different types of power system instability are further described by
Kundur [1] while attention here is given to instability aspects relevant
to power system protection. In particular the focus is on the relation
between grid configuration and system instability due to its importance
in the case of protection applications. For simplicity the different types
of power system instability are discussed separately. During a severe
disturbance some of these phenomena may occur simultaneously
though.

2.1 Angle Instability - Power Oscillations
The fundamental phenomena appearing in a power system in case of
angle instability are power oscillations. Depending on their severity
and origin they are categorised as transient angle instability or small-
signal angle instability.

Generally power oscillations can be divided into three different
categories; 1) local plant mode oscillations or inter machine
oscillations with a frequency range of 0.7 - 2 Hz (6 Hz), 2) inter-area
oscillations, where groups of generators are swinging against each
other in the frequency range of 0.4 - 0.7 Hz and 3) large sub-systems
oscillating against each other where the swinging frequency usually is
in the order of 0.1 - 0.3 Hz.

2.1.1 Transient Angle Instability

According to Kundur transient stability is the ability of the power
system to maintain synchronism when subjected to a severe
disturbance such as a fault on transmission facilities, loss of
generation, or loss of a large load [1]. Usually this type of disturbances
leads to large excursions of generators angles and significant changes
in active and reactive power flows, bus voltages, system frequency and
other system variables. Accordingly both the customers and the power
system are confronted to these features where they have a more or less
developed transient characteristic. In case appropriate counteractions
are not taken transient instability may result in extensive power system
blackouts.
5



Chapter 2:  Power System Instability
Loss of synchronism may include one single generating unit, a power
plant represented by multiple generators, a region of the network or
several interconnected regions. The loss of synchronism may occur
during the first swing after the disturbance or after a number of
divergent oscillations. In the first case the mismatch between the
electrical and mechanical torque is considered to be the main issue
while insufficient damping is associated to loss of synchronism after a
few swings.

Lightly meshed networks, large power flows and long distance power
transport are features which contribute to transient angle instability.
Accordingly tie-lines, bottlenecks and weak interconnections (between
different countries) are typical sources of transient instability. As
transient instability includes large voltage and power variations, fast
tripping of power system devices may be initiated due to undesirable
protection operation. This is especially true for some generator and line
protection [2].

2.1.2 Small-Signal Angle Instability

Small-signal stability is the ability of the power system to maintain
synchronism when subjected to small disturbances. In this context, a
disturbance is considered to be small if the equations that describe the
resulting response of the system may be linearized for the purpose of
analysis [1]. Such disturbances happen all the time due to small
variations in loads and generation. The physical response of the system
may be a steady increase in rotor angle due to lack of synchronizing
torque or rotor oscillations of increasing amplitude due to lack of
sufficient damping torque. Important to observe is that although the
initial phase can be described by linear behaviour the consequences of
these oscillations could be non-linear.

Measures to counteract small-signal instability are usually based on
closed-loop controls. These devices provide dynamic control of
electric quantities of the power system. Typical examples of closed-
loop control devices include generator excitation control, power
system stabilizers (PSS), Static Var Compensators (SVCs) and series
capacitors with a closed-loop controlled varying capacitance. Closed-
loop control devices are not included here as they fall outside the scope
of the project.

Normally, power oscillations associated with small-signal stability
have amplitudes which are non-relevant to protection applications.
Consequently, in this report we will exclusively discuss the interaction
6
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between transient instability and protection applications. However, in
case small-signal instability results in power oscillations relevant to
protection applications the fundamental principles and relevant issues
applicable to transient instability are also true for small-signal
instability.

2.2 Voltage Instability
Voltage stability is concerned with the ability of a power system to
maintain acceptable voltages at all buses in the system under normal
conditions and after being subjected to a disturbance. A system enters a
state of voltage instability when a disturbance such as an increase in
load demand or a change in system conditions causes a progressive and
uncontrollable decline in voltage. The main factor causing instability is
the inability of the power system to meet the demand for reactive
power [1]. According to the time duration of load response, voltage
instability can roughly be divided into two different categories; short-
term and long-term voltage instability. Induction motors restore their
active power consumption within one second (short-term) while Load
Tap Changers (LTCs) will restore voltage dependent loads within one
to several minutes (long-term). Also thermostatically controlled loads
have a recovery time in the range of minutes. In case of long-term
voltage instability generator current limiters may be activated to
protect the generators from thermal stresses. When current limiters are
activated the operating condition of the power system is often seriously
aggravated. Particularly armature current limiter activation often leads
to blackouts. In many situations the distinction between voltage and
transient instability is diffuse as aspects of both phenomena may exist
for a single disturbance.

Voltage instability may be caused by a variety of single and/or multiple
contingencies. Typical initiating events are heavy load pick-up and
grid weakening. Obviously generator tripping also contributes to
voltage instability; especially tripping of generators located close to the
loads supporting the voltage control in that area. Generator tripping
can be the event which initiates voltage instability, but it may also be
an accelerating element when it occurs some time into a voltage
instability event.

In case of short-term voltage instability the system may collapse within
a few seconds after the disturbance if no curative measures are taken.
7
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For short-term voltage instability the fault clearing time may be
essential as an induction motor dominated load, e.g air conditioning,
may become unstable if the fault is present for a longer period.

During long-term voltage instability the power system normally
reaches a quasi-stable low voltage operating point after the initial
disturbance. Because of the voltage drop LTCs will start to restore the
voltage on regional transmission and distribution levels. In turn the
loads recover which leads to increased system loading. Consequently
the voltage will further decline and the LTCs will operate again to
restore the loads. This interaction between LTCs and increased system
loading continues while the voltage on the transmission level declines
continuously. The reactive power demand of the system is
continuously increasing as the voltage is decreasing. Eventually the
reactive power demand cannot be supplied by the generators and their
current limiters operate. At this moment the voltage decay accelerates
significantly, which in turn leads to generator tripping due to low
voltage and cascading line outages due to overload. The voltage decay
due to LTCs is obviously restricted to the operating range of the tap-
changers.

In case of a heavy load pick-up in a highly meshed network the crucial
aspect with respect to voltage stability will initially be related to
whether local generators manage to meet the increased load demand
without hitting their limits. As when the local units hit their limits,
stability will depend on the capability of the surrounding system to
provide active and reactive power. If the surrounding system is strong
it will be able to support the highly loaded area successfully. However,
if the surrounding system is weak a sufficient support will most likely
not be given and the situation may aggravate to a voltage collapse.
Generally speaking the more circuits and the shorter the lengths of the
circuits in the grid, the stronger the network.

When a long distance separates a load centre from a significant amount
of supply, a grid weakening between the two areas may lead to voltage
instability. The remaining grid may not have the capability to transport
the required power at a sufficient voltage level, which in turn increases
the reactive power demand from the system and the tap-changer
interaction as discussed above. Moreover this may lead to generators
hitting their limits, cascading lines outages because of (distance) relays
operating on overload and eventually to a collapse.
8
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The case where generators located close to loads are tripped is similar
to the case of a heavy load increase. Also in this case the stability will
be decided by the capability of the surrounding system to provide
active and reactive power to the area lacking generation.

To summarize, voltage instability is especially likely for system
configurations where large amounts of power have to be transported
long distances in a lightly meshed network as in the case for weak
interconnections between remote generation areas and load centres.

In addition to the network configuration also the following aspects are
important as far as voltage stability is concerned:

•Active and reactive power reserves. For example, generators,
synchronous condensers and SVCs. Both the amount of available
reactive power and the location are important. 

•Passive reactive power reserves such as capacitors.

•System loading levels. High loading levels are critical.

•Low power factor.

•Load characteristics. Especially the load recovery due to LTC
operation as discussed above (or thermostatic heating).

2.3 Frequency Instability
Frequency stability describes the ability of a power system to maintain
the system frequency within an acceptable range during normal
operating conditions or after a severe disturbance. Thus frequency
instability occurs when there is a mismatch between load and supply
and the system cannot compensate for this mismatch before the
frequency reaches an unacceptable value. Typical events which may
lead to frequency instability are major outages of generating units and
splitting of the system into isolated areas.

In case normal frequency control measures fail to maintain the
frequency within an acceptable range, it is still important to limit
frequency excursions. Especially generators are sensitive to fairly
small frequency deviations. Normally generators can operate within a
band of ±0.5 Hz related to nominal frequency (50 and 60 Hz systems)
without any restrictions. Additionally generators can operate outside
9
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these values for a limited time period given by manufacturing
constraints.

Publication [3] refers to an example of typical steam turbine limitations
during abnormal frequency conditions where the worst case limitations
have been specified by five turbine manufactures with respect to 60 Hz
operation [4]. The example indicates that operation between 58.5 and
57.9 Hz is permitted for ten minutes during the generator life time
before turbine blade damage is probable. Note that steam turbines may
be considered to be the weakest link with respect to low frequency
operation. In Sweden thermal power units are tripped around 47.5 Hz
to protect the steam turbines against detrimental vibrations. The hydro
units in operation are more robust and can handle operating
frequencies down to 45 Hz [5].

Due to its nature protection applications responding to frequency
instability are normally rather straightforward. For example, unit
devices protecting equipment from damage in the case of frequency
excursions should respond to a certain frequency deviation present for
a specified duration. Accordingly, simple frequency relays with
settings relevant to the current application can be used. Similarly the
process for System Protection Schemes responding to frequency
instability is also straightforward, although extensive setting
procedures in order to obtain the optimal curative measures may be
required. Hence, no further attention is explicitly given to frequency
instability in this dissertation. Still there is a close relationship between
frequency- and transient instability and as far as undesirable distance
protection performance is concerned, the discussion in section 3.2 is
also relevant to events involving frequency instability.

2.4 The Relation Between Network Configuration and
System Instability Phenomena

As indicated above the network configuration where large amounts of
power have to be transported long distances over weak
interconnections is vulnerable with respect to power system instability.
In Table 2.11 a rough classification has been made with respect to the
relation between network configuration and the different power system
instability phenomena. The different system structures can roughly be

1. The table was originally introduced in [3].
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divided into densely meshed transmission systems with dispersed
generation and demand or lightly meshed transmission systems with
localised centres of generation and demand. Furthermore the coupling
of the local sub-system to the surrounding system can also be given a
classification. The first characteristic includes transmission systems
which are parts of larger power networks. The second characteristic
includes transmission systems that are not synchronously
interconnected with neighbouring systems or the largest partner in the
current power network.

Table 2.1: The relation between network configuration and power 
system instability phenomena.

Densely meshed system 
with dispersed 

generation and demand

Lightly meshed system 
with localised centres of 

generation and/or 
demand

Sub-system being a 
part of a large power 

network

Small-signal instability

Thermal overload

No large frequency 
variations

Transient instability

Small-signal instability

Voltage instability

Separate systems not 
synchronously 

interconnected to 
other systems. 

Systems by far the 
largest sub-system in 

a power network

Thermal overload

Large frequency 
variation

Transient instability

Voltage instability

Large frequency variation
11



Chapter 2:  Power System Instability
12



Chapter 3:  Power System Instability and Local Area Protection
Chapter 3 Power System Instability and Local 
Area Protection

During a power system instability the presence of negative or zero
sequence currents is usually limited. Therefore, protection schemes
responding to unbalanced operation should be unaffected by instability
events. Most relays respond to a quantity directly linked to the safe
operation of the particular system component protected by the relay
unit. Irrespective of the surrounding system status, the relay should
operate when the relay criteria reach the tripping level(s) in order to
avoid equipment damage. Also this type of protection devices is of less
importance as far as power system instability is concerned. Finally,
there is a class of relays responding to the impedance calculated from
measured voltages and currents. Distance protection belongs to this
class and is mainly used as line protection, but can also be utilized for
generators. For generators the impedance protection is used against
internal short circuit- and/or loss of excitation. Generator impedance
protection is of less concern with respect to power system instability
due to limited reach and its reverse characteristic. However, in the case
of strong transmission networks the concerns associated to transient
instability and line distance protection may be more relevant to the
generator protection. In this chapter the focus is on line distance
protection as all relevant phenomena are then included. At the same
time identical fundamental concepts can be applied on any relevant
issue involving generator impedance protection.

3.1 Distance Protection and Voltage Instability
Here the performance of distance protection during long term voltage
instability is discussed. The behaviour of distance protection during
short term voltage instability is similar to the performance during
transient instability. For the relation between short term voltage
instability and distance protection the reader is referred to section 3.2.

3.1.1 Distance Protection may Contribute to Voltage Instability

One can define 10 distinct types of possible short circuit faults in a
three phase power system [6]. In order to calculate the correct fault
distance for all types of faults, different voltage and current signals are
used by the distance relay. Basically two types of equations are
applied. For three phase faults and phase to phase faults (3.1) is used
13
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where L1 and L2 are the faulted phases. Equation (3.2) is valid for
phase to ground fault involving phase L1.

(3.1)

(3.2)

UL1, UL2: Phase voltages at the relay location.

IL1, IL2: Phase currents at the relay location.

I0: Residual (zero sequence-) current at the relay location.

Z1: Positive sequence impedance for the primary protected circuit.

Z0: Zero sequence impedance for the primary protected circuit.

Zr: the apparent impedance as seen by the distance relay.

Voltage instability is a phase symmetrical phenomenon. Hence no zero
sequence component is present and the phase voltages and currents are
symmetrical. Thus the apparent impedance Zr as seen by a distance
relay during voltage instability is given in (3.3). Here U is the line to
line voltage and P and Q are the injected active and reactive power at
the location of the relay.

(3.3)
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UL1 UL2–
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P
2
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2
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In case Zr remains within the area of one of the pre-defined tripping
zones during a time exceeding the setting of the timer associated to the
zone, the relay will operate. Low system voltages and high (reactive)
power flows are typical for voltage instability events. It follows from
(3.3) that these events will lead to a reduced apparent impedance which
in turn may result in undesirable relay operation. This behaviour is
normally devastating as the system already is in a critical operating
condition.

Case a in Fig. 3.1 corresponds to a short circuit fault while case b
corresponds to a scenario where the zones of operation are slowly
(seconds to minutes) approached from outside as the voltage decreases
and/or the reactive power increase. Undesirable relay operations due to
voltage instability will then mainly be initiated by the zone with the
longest reach. Normally this is the zone used for remote back-up
protection; i.e zone 3. In some applications start elements are applied
which have a longer reach than the zone 3. However, they can usually
not trip the line but only activate the tripping elements.

The sensitivity for mal-trips due to voltage instability is depending on
the length of protected lines, the relay characteristic, the devices used
to prevent load encroachment, the safety margins concerning overload
and the robustness of the system. Also the protection philosophy in the
setting process of the distance relay with the longest reach is important;
is dependability or security emphasized?

Paper A proposes a method to avoid incorrect distance relay tripping in
the case of voltage instability.
15
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Figure 3.1 Apparent impedance as seen by a distance relay during different
power system events. a: Short circuit fault involving the primary
protected circuit. b: A case where the voltage linearly decreases
from U=1 pu to U=0.8 pu and the reactive power linearly
increases from Q=0 pu to Q=1 pu during a time interval of 100 s.
The injected active power is held constant at P=1 pu.

3.1.2 Worldwide Experience on Voltage Collapse Related to 
Distance Protection

Undesirable distance protection operations during long term voltage
instability have contributed to blackouts worldwide. About 52 seconds
after the initiating event in the Swedish blackout in 1983 [7-11], at a
voltage level of approximately 300 kV, a distance relay located in the
receiving end of the long distance transmission line between Kilforsen
and Hallsberg operated. Roughly 1 second later cascading outages
followed and almost instantaneously south Sweden experienced a
blackout. About 65% of the pre-fault load was lost. As distance
protection usually is directional it may seem a bit remarkable that the
relay in the receiving end of the line between Kilforsen and Hallsberg
operated. However the relay was operated in such a way that when the
apparent impedance remained within the start zone for a time longer
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than 3.2 seconds without relay operation, the start element alone
initiated tripping. In such a case the relay behaved as a non-directional
unit with a long reach having a circular impedance characteristic,
where operation due to load encroachment was not obstructed.

On July 2, 1996 the WSCC system was operated within its transfer
limits and only a few facilities were out of service [12-14]. Due to a
single phase to ground fault resulting in remedial actions, and incorrect
relay operation as a result of mechanical failure the system was
significantly weakened. About 24 seconds after the initial fault an
important 230 kV line tripped through its zone 3 relay due to moderate
overload and moderate voltage depression. Cascading outages resulted
and approximately 10 seconds later the system had separated into five
electrical islands. About 2 million customers were affected by the
disturbance. Furthermore, a zone 3 distance relay operated incorrectly
during the restorative process due to load encroachment and delayed
the restoration of the system.

On March 11, 1999, Brazil [15] faced the most severe power
interruption in its history. About 72 % of the pre-disturbance load
amounting to 34 200 MW was affected. The initiating event of the
blackout was a phase to ground fault in a substation which led to the
loss of five incoming 440 kV lines. The system survived this
contingency and recovered to a quasi stable operating point. About 12
seconds after the phase to ground fault another line tripped. Cascading
outages followed and approximately 18 seconds later the entire
network collapsed. The tripping of the line after 12 seconds was
initiated by the start unit of the distance protection. The start unit had
the longest reach of all zones of operation to provide remote back-up
for all adjacent lines which are much longer than the given line. The
start unit had been given a setting corresponding to a very long reach
with an associated time delay of 1.5 seconds. Hence, when the line
loading increased after the initial fault and likely in combination with
an increasing reactive power demand throughout the entire system, the
apparent impedance entered the start zone and the relay operated.

Further examples where undesirable (zone 3) distance protection
operations have contributed to blackouts include the ¨November 9,
1965 Northeastern U.S/Canada disturbance and the August 22, 1987
Western Tennessee U.S blackouts [16]. 
17
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3.2 Distance Protection and Transient Instability
Power oscillations are inherent to power systems. They may result
from any power system event such as line switching, short circuit
faults, generator tripping or load shedding. During normal operation
the magnitude of the oscillations are usually small and quickly
attenuated. However, during abnormal operation the oscillations can be
severe and are in some cases of an increasing nature. In this section the
relation between power oscillations and distance protection is
examined.

3.2.1 Distance Protection During Transient Instability

Referring to the frequency range of power oscillations given in 2.1
power oscillations may be the source of incorrect relay behaviour as
the cycle times of the oscillations are in the same time range as the
timer settings of the protection devices.

The two machine system in Fig. 3.2 can be used to analyse the
performance of distance protection during power oscillations. The
machines are interconnected through a 200 km long transmission line
and they are represented by voltage sources with constant magnitude
behind their transient reactance. By studying the apparent impedance
as seen by a relay located at C for different transfer angles the effect of
power oscillations can be examined. The analysis made in this section
is similar to the one given by Kundur in [1].

Figure 3.2 Two machine system.
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In Fig. 3.2, EA and EB are the internal voltages of the machines and
XAS and XBS are the transient reactances. EB is assumed to be the
reference phasor and δ represents the angle by which EA leads EB.
Hence the current I is given in (3.4) and the voltage UC in (3.5).

(3.4)

(3.5)

The apparent impedance as seen by the relay at C during phase
symmetrical operation can be determined when (3.4) and (3.5) are
inserted into (3.6).

(3.6)

(3.7)

Fig. 3.3 shows the locus of ZC as a function of the transfer angle δ in
the RX-diagram when different ratios of the magnitude of the internal
voltages of the generators are applied in (3.7). The zones of operation
of the relay are set to cover 80%, 120% and 200% of the line length,
respectively.

During a power swing the transfer angle δ will vary. For a stable swing,
δ gradually increases until the maximum value is reached where the
trajectory shifts direction and δ decreases until the minimum value is
reached where the trajectory ones again shifts direction. This sequence
of events is repeated until the oscillations are damped out. If the
trajectory of δ reaches beyond 180 degrees the swing can be
considered to be unstable.
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Figure 3.3 The locus of ZC (bold curves) for different values of the ratio
 when δ is increased from 20° to 350°. Specific values

of ZC at a given transfer angle δ are given by the intersection of
the locus of ZC and the characteristic for constant δ. In addition
the three zones of operation of the relay are indicated.

For the transfer angle δ=0, the current I in (3.4) is zero and thus the
apparent impedance ZC is infinite. As the transfer angle increases the
apparent impedance ZC moves towards, and enters the zones of
operation eventually. Fig. 3.4 shows that the point where the locus
crosses the total system impedance corresponds to a transfer angle of
180 degrees. If the angle reaches 180 degrees loss of synchronism
occurs (a pole is slipped for generator A). Unless the system is
separated by protective devices the initial pole slipping will be
followed by repeated pole slips in rapid succession. During pole
slipping the voltages and apparent impedances at points near the
electrical centre, i.e the intersection point between the system
impedance and the δ trajectory, oscillates rapidly. Furthermore, the
voltage at the electrical centre is zero for a transfer angle of 180
degrees. Consequently the relay at C will actually see a three phase
fault at the electrical centre. In case of identical internal voltage
magnitude the locus of ZC is a straight line. The impedance loci are

−0.25 −0.2 −0.15 −0.1 −0.05 0 0.05 0.1 0.15
−0.1

−0.05

0

0.05

0.1

0.15

RC [pu]

X
C

 [
pu

]

δ 40°=

δ 350°=

δ 60°=

δ 90°=

δ 180°=

ZC Locus

EA EB=

EA EB<

EA EB>

EA EB⁄
20



Chapter 3:  Power System Instability and Local Area Protection
circles with their centres on the extensions of the impedance line AB in
case the internal voltage magnitude differ. For  the electrical
centre will be above the impedance centre while it will be below when

.

Figure 3.4 The electrical centre for the two machine system in Fig. 3.2.

Fig. 3.3 indicates that when a power swing with a given cycle time
reaches a certain angle the apparent impedance will remain within a
tripping zone during a certain time period. The timer of the zone may
expire and consequently the relay operates. In this way the distance
relay may operate undesirably for a stable power swing. The relay type
strongly influences the sensitivity for this type of mal-trips. Numerical
relays usually reset the associated timer when the apparent impedance
leaves the tripping zone. This means that the impedance must remain
within the area of the tripping zone during the entire timer setting
period to initiate a tripping signal. For relays supervised by a start
element, the apparent impedance must not always remain within the
tripping zone during the entire timer setting period to initiate tripping.
As the timers usually are not reset until the impedance leaves the start
zone. Hence, as long as the impedance remains within the area
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associated to the start element the impedance can enter, leave and re-
enter the zones of operation unlimited times and the timer will in any
case continue to count. This means that a tripping signal is generated
immediately when the zone of operation is entered after the timer has
expired. If the start element has a shape which surrounds all the
tripping zones the area which decides the likelihood for mal-trips due
to power swings has increased. Therefore it is very important to take
this effect into account when power oscillations are considered with
respect to undesirable distance protection operations.

Fig. 3.3 and Fig. 3.4 illustrate the impedance trajectories for a relay
located in the sending end of a line. The trajectories for the receiving
end are identical but reversed.

Observe that the assumption made above where the internal machine
reactance and voltages are given fixed values is a rough reflection of
the system behaviour suitable for illustration. In real operation the
electrical centres are non-fixed points as the internal machine
impedances and voltages will vary during dynamic conditions.

Distance protection should not operate for stable swings. However, in
the case of unstable power swings the protection system should operate
to divide the system into stable sub-systems or to separate the ”sick”
part of the system from the ”healthy” parts. The issue is further
discussed in the next section.

3.2.2 Power Swing Detectors - Out-of-Step Protection

Different approaches for Power Swing Detectors and Out-of-Step
Protection have been suggested throughout the years. In [17] a method
to avoid mal-trips due to high frequency (above 6 Hz) power swings is
proposed based on the phase angle of the voltages at the line terminals
and at the fault location. The method is restricted to avoid zone 1 mal-
operations due to power swings. Another indicator is proposed in [18-
20] where tripping is prevented if the rate of change of an electric
quantity exceeds a threshold value. In [21] decision trees are used to
classify a transient swing on the basis of real-time phasor
measurement. Furthermore, neural networks are used in [22] to detect
power swings. An adaptive out-of-step relay is proposed in [23,24]
which uses the equal area criterion and GPS technology. Also the
algorithm introduced in [25] applies the equal area criterion to assess
the stability of the generators and determine when pole-slipping will
occur. In [26] circle fitting and parameter estimation are applied to
discriminate power swings from faults. However, the most common
22
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method used for Power Swing Detectors and Out-of-Step Protection is
based on the transition time through a blocking impedance area in the
RX-diagram.

Figure 3.5 Vertical and circular characteristics for Power Swing Detector
schemes. The dashed lines indicate trajectories for the apparent
impedance during a power swing. The left scheme is operated at
the sending end of a line and the right scheme is located at the
receiving end of a line.

Basically the method uses the feature that the movement of the
apparent impedance during power swings is slow as compared to its
movement for short circuit faults. Fig. 3.5 shows two different
characteristics of Power Swing Detector (PSD) schemes. When the
apparent impedance penetrates the outer circle or line of the PSD
schemes a timer is started. If the impedance crosses the grey area very
rapidly the PSD determines a short circuit fault and tripping is
permitted. If the transition time for the apparent impedance through the
grey area exceeds the pre-set timer value, the tripping function is
blocked during a certain time. Usually the pre-set value for the timer
amounts to about 80 ms and tripping is blocked during a couple of
seconds.
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A circular PSD device is discussed in [27] where the inner circle is
composed by the outermost zone of operation i.e zone 3. In order to
cater for the fastest possible swings the outer circle is normally set with
a reach as large as possible and consistent with load discrimination.
However, to achieve satisfactory performance the reference asserts that
the outer circle should have a diameter of at least 1.3 times the
diameter of the outermost zone of operation.

In some protection schemes the PSD is used alone. This means that the
distance relays will not operate due to stable power swings but neither
the unstable power swings will be controlled. Thus some device is
needed as a supplement to the PSD to distinguish stable power swings
from unstable ones so that adequate relay action can be obtained. This
can be achieved by adding an additional circle (mho relay) or line
(blinder) to the characteristics in Fig. 3.5. If the PSD has detected a
power swing, the Out-of-Step Characteristic (OSC) is activated to
decide if the swing is stable or unstable. The location of the line and
circle related to the OSC in Fig. 3.6 is usually determined by
simulating numerous power swing cases [6]. The impedance trajectory
as seen by the distance relay for each of the stable cases is analysed. It
will be found that all stable swings come no closer than a certain
minimum distance from the origin in the RX-diagram. In order to
detect unstable swings the OSC is usually given a position at a shorter
distance from the origin than the minimum distance obtained from the
simulations. When the PSD in Fig. 3.6 detects a power swing the
distance relay waits for the apparent impedance to pass the OSC. If the
swing is stable the OSC is not passed and the relay is inactivated while
if the swing is unstable the OSC will be penetrated and the relay
initiates tripping.
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Figure 3.6 Power Swing Detectors and Out-of-Step scheme for relays
located at the sending end.

Sometimes the inner circle or the inner line of the PSDs in Fig. 3.5 is
applied as the boundary for stable swings. When the apparent
impedance passes the outer circle or line the timer is started. If the
inner circle or line is penetrated shortly after the timer is started the
device declares a short circuit fault. Alternatively, if the inner circle or
line is not passed the device declares a stable swing while in case the
inner line or circle is penetrated after the timer has expired the device
signals an unstable swing. However, depending on the system
configuration nearby the relay this solution may not be acceptable with
respect to line length, fault clearing, load discrimination and the nature
of possible power swings.

If the line flow may occur in both directions the PSD and the OSC
must be duplicated; one application for sending and one for receiving
operating conditions. The application for the receiving operating
condition looks similar as for the devices in Fig. 3.6 but is located on
the opposite side of the tripping characteristic.
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The system in Fig. 3.7 can be used to study the influence of the source
impedance on the apparent impedance as seen by a relay located at bus
T during power swings. In the system one generator is connected to an
infinite system through a single transmission line. In Fig. 3.8 two
different swing loci as seen by the relay are illustrated where the ratio
between the impedance of the transmission line and the source
impedance is varied.

Figure 3.7 A generator connected to an infinite system through a
transmission line.

Fig. 3.8 indicates that for generators connected to the main grid
through a weak interconnection (large line impedance) the electrical
centre may appear on the transmission line. However, for generators
connected via a strong grid the electrical centre will be in the step-up
transformer or in the generator itself. Although power oscillations are
mainly relevant in the case of weak connections, they may also be
present in strong line configurations. Consequently, the Power Swing
Detector and the Out-of-Step Characteristic included in the line
protection may be incapable to detect swings in the case of this type of
line configurations. To cope with the phenomenon the Generator Out-
of-Step Protection is introduced. The Generator Out-of-Step Protection
[28] operates similar to Out-of-Step Protection for transmission lines
and is used to clear unstable swings when the electrical centre is within
the generator or step-up transformer. Note that line protection schemes
may be unaffected by the phenomenon as certain (mho) distance relays
inherently adjust their tripping zones with respect to the source
impedance [29].
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In addition to the source impedance also a low excitation level tends to
contribute to an impedance trajectory through the step-up transformer
or the generator. See the case  in Fig. 3.3.

Figure 3.8 The apparent impedance trajectories as functions of the transfer
angle δ for two different ratios of the relation between the line
impedance and the source impedance as seen by the relay located
at T in Fig. 3.7.

As intimated in the beginning of this section many approaches of
Power Swing Detectors and Out-of-Step schemes have been proposed
throughout the years. One reason is that the conventional schemes
described in this section have their limitations and thus sometimes
operate unsatisfactory. The limitations involve reduced availability in
the case of long lines, setting conflicts with respect to different
oscillation-frequencies, blocked fault clearing and incorrect operation
in case of slowly decreasing fault resistances. In Paper B a proposal
for a PSD is discussed which avoids most of those setbacks.
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3.2.3 Worldwide Experience on Distance Protection and 
Transient Instability

In this paragraph a few relevant events are briefly discussed. The data
presented were obtained from a survey carried out by CIGRÉ WG
34.09. On July 27, 1989 in Portugal a Power Swing Detector failed to
operate and on August 24, 1993, in Spain three distance relays
operated due to power swings as the swings had a higher frequency
than the effective range of the blocking unit. Furthermore, on July 18,
1995 the WSCC system was subjected to incorrect out-of-step
blocking during non-three phase faults. The location of the out-of-step
protection was the main reason for inadequate performance during a
disturbance in South Africa on June 7, 1996. 

In Florida [30] and in South Africa [31] incorrect relay behaviour
during power swings has been (and still is) a major concern.

An unwarranted distance relay operation due to a power swing was the
immediate reason for the system breakdown in the south-western part
of Sweden and Denmark in 1956 [32]. As a result power oscillations
and associated protection measures were given significant attention.
However, apart from a limited number serving interconnections
between Sweden and the other Nordic countries, all Power Swing
Detectors were taken out of service in the middle of the seventies. To
the author’s knowledge no formal investigation was carried out and the
decision was most likely based on the following arguments. As the
transmission system recently had been reinforced power oscillations
were not expected to cause any trouble and PSDs were therefore
considered unnecessary. In addition some doubts were addressed
towards their operational reliability. The general opinion is that power
oscillations were rare in the Swedish transmission system during this
period and the removal of the PSDs was never questioned. However, in
the late evening of the New Years day, 1997, the Nordic power system
was subjected to serious inter-area oscillations. The oscillations
resulted from a busbar fault coincident with large power flows in an
unusual direction. A few generator units and lines were lost but no load
was affected. However, a couple of distance relays were very close to
trip due to the impedance swings. In case these relays had ordered
tripping a disturbance similar to the 1983 [11] had most likely
occurred. In case PSDs had been in service, the risk of incorrect relay
operation due to the swings had been eliminated. The number of
recorded oscillation events has increased significantly during recent
years in the Swedish power system. In 1996 the annual number of
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recorded inter-area oscillation events amounted to about 15 while in
the year 2000 this number had increased to more than 300 [33]! In fact,
in a few cases, operating conditions have occurred where the system
was close to its limits and on the brink of a severe disturbance. Note
that about 30 % of the events recorded in 2000 were related to one
specific maintenance job lasting a period of three weeks.
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Chapter 4 Power System Instability and System 
Protection Schemes

The protection schemes discussed here are intended to counter extreme
contingencies and normally involve dispersed system devices for
detection, data acquisition and curative measures. These schemes are
referred to by different names e.g ”System Protection Scheme”, ”Wide
Area Protection Scheme”, ”Special Protection Scheme”, ”Contingency
Arming Scheme”, ”Discrete Supplementary Controls” and ”Remedial
Action Scheme”. Normally the expression ”Wide Area Protection
Scheme” is exclusively used for schemes introduced to counter
complex and large phenomena which may jeopardise the integrity of
the whole system. Other expressions may range from very local
schemes to extensive wide area schemes. In a recent report [3]
published by CIGRÉ, TF 38.02.19 the term ”System Protection
Scheme” has been selected and will also be used throughout this thesis.

System Protection Schemes are an attractive alternative for increasing
the utilisation of electrical power systems. First of all the economical
aspects are in favour of System Protection Schemes as control and
protection equipment are less expensive than EHV hardware
equipment. Furthermore, System Protection Schemes can mitigate
wide area disturbances effectively. Finally, the environmental aspects
of System Protection Schemes are appealing as no new line corridors
are required. The fast progress during recent years within the area of
numerical and communication technologies has increased the potential
of technically complex and cost-effective System Protection Schemes.
The ability to acquire and process wide area data has also improved
significantly. The Phasor Measurement Unit [34-36] and inexpensive
fibre optics are two attributes which have simplified the realization of
these features. Particularly the reliability can be improved if compared
to older solutions. Moreover there is a trend today that protection and
control functions are merged together in sophisticated substation and
control units. This process also facilitates System Protection Schemes.

Extensive surveys over System Protection Schemes have been made by
both Cigré and IEEE [3,37-39]. In addition a number of detailed
publications over specific System Protection Schemes [40-44] and
related subjects [45-56] have been published. The material in this
chapter is to a large extent based on these publications. Appendix 1
gives a general overview with respect to the relations between different
power system events, type of system, network configurations, curative
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measures and the indicators to be used to detect abnormal operating
conditions and initiate the curative measures. The appendix can be
considered as a summary of the material published in this chapter.

4.1 System Protection Schemes
Conventional power system protection is mainly used to protect power
system equipment from damage while the fundamental aim of System
Protection Schemes is to protect the power system against partial or
total breakdown. To obtain this objective protective measures are taken
when abnormal operating conditions are identified. For these occasions
no ”traditional fault situation” is present but the system itself may be in
transition to a dangerous situation such as a wide area disturbance or a
complete system blackout. Accordingly the protective measures are
used to counteract this transition and bring the system back to a safe
operating condition.

In [3] the following definition is given, ”A System Protection Scheme is
designed to detect abnormal system conditions and take
predetermined, corrective action (other than the isolation of faulted
elements) to preserve system integrity and provide acceptable system
performance” and in [37] ”A System Protection Scheme is a protection
scheme that is designed to detect a particular system condition that is
known to cause unusual stress to the power system, and to take some
type of predetermined action to counteract the observed condition in a
controlled manner”. Note that in [37] System Protection Schemes are
referred to as Special Protection Schemes.
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System Protection Schemes (SPS) are used for different purposes.
Below their main objectives are listed:

1. Operate power systems closer to their limits.
Due to deregulation and environmental constraints the operating
margins have been reduced in many power systems worldwide. SPS
are used to operate power systems closer to their limits without
reducing the operating security of the system or impairing overall
economic objectives. A typical application may be the reduction of
congestion limitations between supply and load areas. Similarly, in
the case of limited financial resources SPS may be used to avoid or
postpone reinforcements of the transmission system without
reducing its operating security.

2. Increase power system security (particularly for extreme
contingencies leading to system collapse).
By including SPS and maintaining the original operating limits the
power system security can be increased. This type of SPS are often
designed to counteract serious disturbances.

3. Improve power system operation.
SPS may be designed to cope with operational difficulties imposed
by certain power system characteristics. Examples are operating
conditions characterised by a higher rate of exposure to multiple
faults than tolerated by the design criteria or large frequency and
voltage variations in adjacent sub-systems. Actions are typically
taken when a certain ”key element” is lost or a particular operating
condition is present.

4. Compensate for delays in a construction program.
SPS may be used as a temporary solution such as before and during
the time a new transmission line is constructed.

Normally, SPS are dormant integrated protection systems which
operate infrequently. The control actions taken by SPS are usually pre-
determined and the SPS can be armed or disarmed depending on the
power system conditions. Fig. 4.11 shows the general structure of SPS.
Generally all SPS include three main functions. First the scheme
collects input data from the power system. These input data may be
quantities like voltage or frequency. Alternatively, the input data are

1. Originally published in [3].
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related to some specific power system event, for example the tripping
of a specific transmission line. Next the scheme evaluates the input
data and makes decisions for the actions to be taken. This task is
performed in the ”DECISION PROCESS” block where the input data
are used to represent some kind of indicator(s). Normally the decision
process is based on discrete feed forward laws. Finally the actions to be
taken by the SPS are launched by the ”ACTION” block. Typical
actions may be load- or generator shedding.

Figure 4.1 General structure of a System Protection Scheme.

4.1.1 Event- and Response based SPS

Dependent on the input variables, SPS are classified as response based
or event based. SPS using input signals like voltage and frequency are
referred to as ”response based”. SPS which use input signals that are
based on specific events (or a particular combination of events) like the
tripping of a certain line are called ”event based”. Event based SPS are
of the open loop type whereas response based schemes are of the
closed loop type.

Event based SPS are used in the case of critical events which are easy
to identify and may lead to consequences which are particularly critical
for the system stability and therefore require fast counteraction. The
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main benefit of event based SPS are their fast response. The
fundamental idea of event based schemes is to initiate curative actions
quickly and before overall system behaviour becomes degraded. This
type of schemes may be very effective as rapid control actions to limit
electromechanical dynamics before system stability is threatened.
Event based schemes are based on rules obtained from off-line
simulations. Typical examples of applications are generation rejection
or remote load shedding initiated by the tripping of a specific
transmission line. The major drawback of event based SPS is their
reliability, as the performance of the schemes normally relies on a
limited number of critical variables.

Response based SPS are inherently slower than event based SPS as
they must wait for the system response; e.g the frequency or voltage to
drop below a certain threshold. On the other hand response based SPS
are more general than event based SPS as they react with respect to
critical system quantities whatever the cause of the disturbance. Event
based SPS will only take action in the case of specific events.
Accordingly, response based SPS are also efficient for events that are
not explicitly identified or foreseen. Response based SPS are usually
simple and secure schemes and their reliability depend mainly on the
variables chosen and their behaviour. Moreover, these schemes are
usually insensitive to the failure of a single component as they are
often decentralised. Two common examples of response based SPS are
underfrequency- and undervoltage load shedding.
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4.1.2 Local-, Central-, Remote-, Limited Area and Wide Area 
Applications

System Protection Schemes can be based on local, central-, remote-,
limited area or wide area arrangements. 

Local SPS acquire all the information necessary for the decision
process at the same location as where the curative actions are
performed. Generally local SPS are considered to be very reliable and
secure as they are not dependent on long distance communication and
their actions are limited. Often such schemes are distributed
throughout a region of the network and together they fulfil the
requirements. An example is UnderFrequency Load Shedding (UFLS),
likely the most common local system protection scheme application.
Normally a complete UFLS strategy is based on a number of load
blocks at different locations (local UFLS SPS) which all are tripped
with respect to local frequency criteria. In case of failure of a single
local scheme the other devices will still be able to counteract the
disturbance. Limited area Remote SPS are here considered to represent
applications which affect a limited area but include more than one
location, e.g remote load shedding. A typical example of limited area
remote load shedding is that in case a unit is lost in a generator station
a signal is sent from that station to initiate load shedding in another
substation.

Central SPS collect data from remote locations and process these data
at a central location. This central location may for example be the
utility’s main building complex where the control room is located.
When the decision process is completed, signals are sent to the remote
locations to launch the curative measures. Obviously the central
schemes are highly dependent on telecommunication facilities which
influence their reliability. Central SPS may have the Limited area
feature. However, more common is the Wide area approach. The
difference between a Limited area remote scheme and a Limited area
central scheme can be explained as follows. When the contingency has
been detected locally the remote scheme directly issues orders to the
remote station where the corrective actions should be taken. In the case
of a Limited area central scheme, signals are first sent from the station
where the contingency is detected to the central location, and after
processing, from the central location to the remote station where the
corrective actions are carried out.

The decision process of Wide area SPS uses input data from a large
number of locations throughout a wide area. They can have the central
36



Chapter 4:  Power System Instability and System Protection Schemes
approach but can also be represented by a number of remote stations
interacting with each other. SPS based on a network of remote stations
together with central schemes are obviously more complex than local
SPS and are strongly dependent on communication tools. For these
schemes the security is the main concern as in case of undesirable
operation (during normal operation) the consequences will be
significant. The different types of SPS arrangements are illustrated in
Fig. 4.2.

Figure 4.2 Illustration of Limited-/Wide area Central and Remote
applications.

Wide Area RemoteLimited Area Remote

Wide Area CentralLimited Area Central

CENTRAL

REMOTE
SUBSTAION

REMOTE
SUBSTAION

REMOTE
SUBSTAION

REMOTE
SUBSTAION

CENTRAL

REMOTE
SUBSTAION

REMOTE
SUBSTAION

REMOTE
SUBSTAION

CENTRAL

REMOTE
SUBSTAION

REMOTE
SUBSTAION

REMOTE
SUBSTAION

CENTRAL

REMOTE
SUBSTAION

REMOTE
SUBSTAION

REMOTE
SUBSTAION

REMOTE
SUBSTAION
37



Chapter 4:  Power System Instability and System Protection Schemes
4.2 Detection and Control Indicators for System
Protection Schemes

In order to obtain appropriate SPS operation, detection and control
indicators are required. A large number of indicators based on
sophisticated mathematical methods have been proposed for off-line
studies applicable during the planning phase. However, real-time
applications require indicators which are obtained very fast and thus
there are few indicators, apart from measured electrical quantities and
direct events, which are applicable. Dimension-less indices are also
sometimes useful, for example in case of long term voltage stability
events. However, they are more applicable as guidance for operators.
Often the main concerns in case of SPS design may not only be the
choice of indicators but the way of obtaining appropriate setting values
for the indicators. The next sections briefly describe indicators
applicable for the determination of power system instability.

4.2.1 Indicators to Determine Voltage Instability

Indicators for voltage instability are often related to the maximum
loadability of the system. For event based SPS loss of generation,
reactive resources and transmission facilities are typically used as
indicators as they represent phenomena which may contribute to
voltage instability. In the case of response based SPS the following
indicators based on direct measurement represent the most common
inputs:

•Bus voltage magnitude. In many systems the bus voltage magnitude
is the main indicator available to detect voltage instability.
However depending on the location in the system its reliability as
an indicator varies significantly. For example, close to generators
and at buses with a high level of shunt capacitor compensation the
voltage may indicate a too positive system status. For buses located
away from generation and with no shunt capacitor compensation
the voltage may well be a valuable indicator.

•Reactive and active power output from generators.

•Reactive power reserves within regions.

•Active and reactive power flows on lines (tie-lines).

•Generator (field/armature) current limiter status.

•Active and reactive load demand.
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Additional straightforward indicators which can be determined from
loadflow solutions or measurements are the active/reactive line losses
and sensitivities with respect to changes in active and reactive bus
power [57]. A number of Voltage Collapse Indicators have been
developed where the distance to voltage collapse can be obtained from
a dimension-less index. Mainly two categories exist. First the
straightforward type where the index is based on the fraction of the
present value and the collapse value of any quantity; e.g the voltage or
power flow. The second type is more extensive where the indices
typically are given in a general form [58,59] as in (4.1).

(4.1)

Here fi(z,zc) is a real-valued function of z and zc; z is a vector
consisting of measurable variables e.g the load bus voltages, load bus
real and reactive power, generator reactive power etc.; zc is a reference
value of z and wi are positive weighing functions. In order to detect
voltage instability the VCI is compared to a threshold (TH) value. Thus
system stability is decided with respect to the relations given in (4.2).

(4.2)

The indicators given so far are fairly simple (but fast) and are based on
the threshold principle i.e when the indicator exceeds or drops below a
pre-defined threshold value the corrective measures are carried out.
Although the principle is simple the main challenge related to this
approach is obviously the choice of appropriate threshold values.
Today the setting values are often based on operator experience or
numerous simulations. No explicit methods are available to optimize
the corrective measures with respect to location, time for activation
and extent. However, there are methods to predict voltage instability
and thus the normal proceeding is to perform simulations where the
point of instability is identified for different contingencies without

VCI z z
c,( ) wi fi z z

c,( )⋅
i
∑=

VCI z z
c,( ) TH System is voltage stable⇒≤

VCI z z
c,( ) TH System experience voltage collapse⇒>
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corrective measures. The next step is to perform further simulations
where corrective actions are included and based on these repeated
simulations the setting values for the corrective measures can be
decided. A number of methods applicable for the setting process of
System Protection Schemes are briefly mentioned below. Most
methods are only applicable for the planning phase while a few also
can be used as on-line indicators.

Many static methods have been proposed to predict voltage instability.
These methods exclude time dependent phenomena but are still
considered valuable in the analysis of voltage instability as they are
less computational expensive than detailed time-domain simulations.
Although time-domain simulations are considered to reflect the most
appropriate system behaviour, static and dynamic methods can be used
jointly to obtain the most favourable settings of SPS equipment.
Methods to identify voltage instability include PV- and QV curves
[16]. Development of these curves is a fairly extensive work as every
network configuration corresponds to a unique curve. In order to
reduce the amount of work different curve-fittings methods may be
used [60]. There are also methods based on PV curves with some
extensions involving load margins, bifurcation points, sensitivity and
energy methods [61-66]. Another extension of PV- and QV curves are
the PQV surfaces [67] which can be developed for the entire system or
for individual buses. Generally these curves and surfaces are used for
planning, monitoring or post-disturbance investigations but they can
also be used to control SPS measures. Different approaches based on
the Jacobian matrix [68-74] are common tools for voltage instability
identification. Generally the Jacobian is too computational demanding
to be used as an on-line predictor and thus more suitable for the
planning process. However, in [69] areas are merged together and
treated as one bus in order to reduce computation data. Another but
dubious method, due to its sensitivity to numerical inadequacies, is the
Convergence of the loadflow [75,76]. There are also numerous
Impedance based methods proposed for voltage instability
identification. The Voltage Instability Predictor (VIP) based on a pair
of impedances that coalesce when reaching the critical point [77-80] is
the most encouraging as an on-line tool. Other proposals involve a
voltage stability Index for single lines [81-85]. In [86] a method is
proposed where the entire system is reduced to a single line which then
is investigated by a single line index. Other methods use Fourier
transforms [87,88], Energy functions [89,90], Phasors [91,92],
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numerical Optimization techniques [93-95] and methods based on
Neural network [96-100].

Under Voltage Load Shedding represents an important curative
measure in the case of voltage instability. Accordingly extensive effort
has been given to indicators in order to assure optimal shedding
[101,102]. In [103] a method is given to optimize the load shedding for
load having a large share of induction motors. Other techniques which
have been used to obtain an optimal UVLS scheme are numerical
optimization based on an objective function and Fuzzy logic [104-
106].

4.2.2 Indicators to Determine Transient Angle Instability

Due to the high speed requirements event based SPS are preferable to
prevent transient instability. Typical events used as indicators are
related to loss of generation-, transmission- and load facilities. For
response based SPS, indicators obtained by direct measurements are
normally used, but also indicators based on complex mathematical
concepts. Typical quantities that can be monitored (and used as
indicators) from both lines and generators include:

•Voltage threshold values exceeded by the voltage within a pre-
defined time period.

•Power threshold values exceeded by the active power within a pre-
defined time period.

•Apparent power outside pre-defined threshold limits.

•(Frequency).

More extensive methods to investigate, detect and predict transient
instability include the Equal area criterion [107-112] which probably
is the most well known transient stability criterion. This criterion
performs best for two machine systems and therefore requires system
reduction in the case of large systems. Dependent on the system
configuration the reduction may vary in its degree of complexity and
accuracy. For practical applications the equal area criterion is most
suitable for individual generators feeding large systems through weak
interconnections or for weak interconnections connecting large
systems. Inherently the Swing equation addresses transient instability.
However, solving the swing equations for a large system is fairly time
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consuming and therefore suitable for the planning stage. In order to
obtain on-line tools based on the swing equation decision trees [113],
neural networks and pattern recognition have been proposed [114].
Voltage phasors are a common tool for transient instability
identification where the angle difference between different buses
normally is used as a stability measure [115,116]. The voltage phasors
to monitor are normally easy to identify in the case of radial system
configurations. However, many systems are strongly meshed and have
dispersed generation. In order to solve this problem the system is
divided into coherent generator groups where one “pilot“ generator is
selected for each group. The angle differences between the system
regions are obtained by comparing the angles of the “pilot“ generators.
A method to merge generators into coherent groups is proposed in
[117]. Furthermore, a commissioned scheme based on phase angle
validation is described in [118-123]. In [124,125] extra criteria are
used in addition to the angle difference criterion to increase the
reliability of the protection. These additional criteria must also remain
within pre-determined ranges in order to dispense corrective actions.
The additional criteria are frequency deviation, load bus voltage
magnitude and load bus voltage angle. Another but less common
approach to distinguish coherent groups is to study the angle deviation
in each bus with respect to the steady state condition [126].
Furthermore, in [127] a method is proposed where the voltage angle is
predicted by applying the least square method, and dependent on that
prediction the control actions may be carried out. In case of transient
instability the different swing modes can be determined from the
Frequency spectrum. Possible input signals are voltage, frequency,
real-/reactive power, rotor angle or rotor speed [128-132]. Other
methods proposed for the analysis of transient instability involve
Modal analysis [133], Energy functions [134-139], Rotor angle and
Rotor speed deviation [140], Time domain simulations [141],
Taylor/Maclaurin expansions and trigonometrical functions [142-145],
Out-of-Step Relays [2], Lyponov stability analysis [146,147],
Trajectory technique [148-150] and Mapping/Pattern recognition
[151,152].

Today the extensive methods mentioned above are often inapplicable
as accurate real-time tools for large power systems. In the case of
detailed system modelling they often result in mathematical tasks,
which the computers are incapable to solve within the required time
frame. If simplifications are introduced to facilitate the computational
requirements the results may be unreliable. To assure effective curative
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actions in the case of transient instability on-line generator coherency
determination is often required. Normally reliable generator coherency
methods are computational expensive and therefore limited to off-line
studies. In Paper D a simple coherency method is introduced that suits
applications based on communication and GPS technology. This new
concept results in a more accurate generator coherency than phasor
measurements. This is of particular interest as phasor measurements
are the most common on-line tool for generator coherency
determination. In Paper E the method is applied on a SPS addressing
inter-area oscillations. Paper D and Paper E are based on a method
briefly introduced in [131]. 

The extensive methods mentioned above are continuously developed
and may become applicable as real-time tools in the future. Present
research deals with conventional computer calculation methods but
also more modern approaches such as neural networks [113,129,153],
decision trees [154], chaos [155], fuzzy logic [156-158] are
investigated. Typically neural networks can be used to increase the
speed of prediction. Neural networks are trained during off-line
simulations; during on-line operation only limited and simple
calculations are required.

4.2.3 Indicators to Determine Frequency Instability

Due to the nature of the frequency instability phenomena the following
quantities are used as indicators for response based SPS:

•Frequency.

•Rate of change of frequency.

Indicators for event based SPS may be:

•Loss of a power station, a HVDC interconnection or tie-lines.

•Loss of a load centre.

•Pre- and post contingency power flows.
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4.3 Curative Measures for System Protection Schemes
Table 4.1 gives an overview of the most common SPS in operation.
The table was originally published in [37,38] and is based on a joint
survey over SPS performed by IEEE and CIGRÉ. In total 49 utilities
from 17 countries responded to a survey describing 111 schemes.
Furthermore, Table 4.2 gives a general overview for which categories
of power system instability the different types of curative measures are
suitable. The table was originally published in [3].

Table 4.1: Mixture of most common SPS types.

Type of SPS [%]

Generation Rejection 21.6

Load Rejection 10.8

Underfrequency load shedding 8.2

Controlled system separation 6.3

Turbine fast valving 6.3

Load & Generator rejection 4.5

Stabilizers 4.5

HVDC fast power change 3.6

Out-of-step relaying 2.7

Discrete excitation control 1.8

Braking resistor 1.8

Generator run-back 1.8

Var compensation 1.8

Combination of schemes 11.7

Others 12.6

All SPS 100
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Table 4.2: Curative measures and their fields of application.

Fig. 4.31 shows the relationship between the duration of major power
system phenomena and the approximate time frame of SPS actions
used to limit their consequences. The time frames for different control
and protection categories are indicated. The time scale is logarithmic
and solid lines represent the typical operating range for the curative
measures while dotted lines indicate potential operating ranges.
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Figure 4.3 Time frame relation between curative measures and power
system phenomena.

System separation schemes are normally used as a curative measure for
transient instability. However, sometimes separation schemes can also
be designed to prevent the penetration of voltage instability from
neighbouring systems. These schemes are normally applied on the
borderline between different countries or large utilities. Paper F is

T
im

e 
ra

ng
e 

of
 S

P
S 

ac
ti

on
s

P
ow

er
 s

ys
te

m
ph

en
om

en
a

.001 .01 .1 1 10 100 1000

Time [s]

Transient stability
(angle and voltage)

Long term
stability

Power system
operation

Small-signal 
stability

Long term voltage
stability

AUTOMATIC ACTION
RANGE

MANUAL OPER-
ATION RANGE

EQUIPMENT
PROTECTION

RANGE
Gas turbine

start-up
Automatic shunt 

switching

Generation
rejection

Turbine fast 
valving

Tap changers 
blocking

Actions on AGC

Underfrequency load
shedding

Undervoltage load
shedding

Load
rejection

Braking
resistor

HVDC fast 
power 
change

Controlled opening of
interconnection

Electromagnetic
switching transients
46



Chapter 4:  Power System Instability and System Protection Schemes
introducing a similar scheme but instead of invoking large system
regions the aim of this scheme is to secure voltage stability in at least
one part of the system in order to avoid a black start. The scheme is
using conventional distance protection and should operate when a
complete breakdown cannot be obstructed by any other means.

4.4 System Protection Schemes in the Nordel System
SPS in the Nordel system will be treated here. An extensive survey on
SPS and field experience worldwide is given in [159].

The instantaneous emergency reserve in the Nordel system is
equivalent to the loss of the largest unit in service; normally about
1200 MW. In addition SPS are used for extreme contingencies such as
severe grid weakening or a loss of generation exceeding the largest
unit. There are a number of SPS operating in the Nordel system today,
addressing all different types of power system instability, involving
large and small areas. Examples are active power support from
neighbouring regions via HVDC links, automatic conversion from
pure reactive generation to active generation for some hydro units,
automatic start of gas turbines, load shedding or system separation. To
avoid overload or instability in case of reduced transfer capacity in
critical intersections generator shedding is applied. The HVDC support
is activated in case of low frequency and/or low voltage in the HVDC
station or low voltage in a remote station. A number of Emergency
Power Control steps are implemented in the control systems of the
links. There are different setting possibilities but the most common
way to control the power flow is to apply a number of time-delayed
step-changes e.g ∆P=50 MW with a 2 s time delay. Automatic
frequency controlled start of gas-turbines is used to some extent within
the Nordel system. In Sweden these units are started at 49.5 Hz. Non-
discriminative UFLS is used as a final curative measure in case of
extreme loss of generation. The UFLS is divided into five steps where
each step has two different time delays.

Fig. 4.4 gives an overview of the main corrective measures used to
counteract the different types of power system instability in the Nordel
system. The grey window represents the emergency reserve together
with on-line hydro units. The emergency reserve is divided into
instantaneous-, fast- and slow reserves. The emergency reserve is
intended to counter frequency decays down to 49.5 Hz. In case the
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frequency drops below 49.5 Hz a severe contingency has occurred
according to the design criteria. Thus additional SPS (e.g UFLS) is
used to arrest further frequency decay.

Figure 4.4 Main System Protection Schemes in the Nordel system. The grey
window represents corrective measures which are a part of the
emergency reserve.

Normal operation
Thermal overload
Generator shedding

Frequency instability

Conversion to active 
generation by units gen-
erating reactive power

Shedding of plants op-
erating in pumping 
mode

Automatic start of gas 
turbines

HVDC emergency 
power

Additional HVDC 
emergency power

UFLS

System separation

Transient instability

Generator shedding

Fast valving

SVC

HVDC damping

System separation

Voltage instability

Automatic shunt capac-
itor/reactor switching

SVC/Static compensa-
tor

Tap-changer block-
ing/control

HVDC control

UVLS

System separation
48



Chapter 4:  Power System Instability and System Protection Schemes
Table 4.1 gives an overview of the extent of installations of corrective
measures used for SPS in the Nordel system. Some schemes involve
only one type of corrective action while other schemes comprise
numerous actions. The extent of installations in 2001 is compared to
the situation in 1992 [160,161].

Table 4.1: Overview of SPS in the Nordel system 1992 and 2001.

SPS Available 1992 Available 2001

Generator 
shedding

approx. 7000 MW approx. 7000 MW

Fast valving max. 350 MW approx. 480 MW

Conversion to 
active power 
generation by 
hydro units 
generating 

reactive power

approx. 1795 MW approx. 438 MW

Shedding of plant 
operating in 

pumping mode

950 MW 550 MW

Automatic start of 
gas turbines (and a 

diesel unit)

695 MW (20 MW) 485 MW (20 MW)

Automatic shunt 
capacitor 

switchinga

about 1500 MVAr + 23 
capacitors in Finland

about 1750 MVAr + 26 
capacitors in Finland

Automatic shunt 
reactor switching 

3700 MVAr + the reactors 
in Sweden minus the 

reactors in the Sydkraft 
area

8500 MVAr

SVC ±930 MVAr
+360 MVAr inductive

±1250 MVAr
+360 MVAr inductive

 Static 
compensators

- 140 MVAr

Tap-changer 
blocking

- In operation in Finland and 
Norway
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HVDC, Control of 
Norway - 

Denmark power 
flow in case of 
low voltage in 

Norway

max. 240 MW max. 240 MW

Similar scheme for Baltic 
cable (max. 200 MW), 
SwePol Link (max. 300 

MW) and Kontek (max. 250 
MW) in case of low voltage 
in local station or in Sege

HVDC emergency 
power

max. 560 MW to counter 
frequency decay

max. 890 MW to counter 
frequency decay

HVDC damping ? ±100 MW

UVLS max. 200 max. 200

Automatic UFLSb Sweden: 34 % of tot. load
Norway: 32 % of tot. load
Finland: 20 % of tot. load

Denmark: 45 % of tot. load

Sweden: 34 % of tot. load
Norway: 32 % of tot. load
Finland: 20 % of tot. load

Denmark: 45 % of tot. load

System separation Similar to the 2001 
situation

HVDC interconnections are 
severed in case of severe 

underfrequency or 
overvoltage.

Finland: Isolated island 
operation in case of 

underfrequency.

The south part of Norway is 
separated from the 

remaining system in case of 
strained operation of the 

Hassle bottleneck.

Splitting schemes based on 
power-, voltage levels and 
loss of circuit also exist.

SPS Available 1992 Available 2001
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Power swing 
detectors

Similar to the 2001 
situation

Generally used to detect 
power swings but not to 
avoid undesirable relay 

operation or control system 
separation. However, in 

Norway there is a limited 
number of detectors which 

also control corrective 
actions (generator 

rejection).

a. Although the numbers are according to [160] and [161] information is missing or pre-
sented differently for certain countries which may affect the presented data.
b. The values presented here were slightly updated when the new load shedding policy 
was introduced on January 1, 2002.

SPS Available 1992 Available 2001
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Chapter 5 Summary of Publications

As a part of this Ph.D dissertation the papers presented below are
published in their full length. Paper A - Paper C address local area
protection while Paper D - Paper F analyse applications associated
with System Protection Schemes.

5.1 Paper A: An Adaptive Scheme to Prevent
Undesirable Distance Protection Operation
During Voltage Instability

The paper introduces an adaptive algorithm to prevent undesirable
distance protection operation during voltage instability. The rate of
change of voltage is used as an additional relay criterion to improve the
distance relay security with respect to voltage instability. The
performance of the new algorithm is analysed using two different test
systems; a 15 bus system developed by the authors and the NORDIC32
system [162].

This paper has been published in condensed form as [163].

5.2 Paper B: A New Protection Scheme to Prevent
Mal-trips due to Power Swings

In this paper distance protection algorithms based on mathematical
logic blocks are proposed. The algorithms prevent mal-trips due to
power oscillations using additional criteria in combination with
traditional distance relaying. These additional criteria are based on
symmetrical components and the rate of change of the phase angle
associated with the current as seen by the relay. Finally, the
performance of the algorithms is analysed in a simulation performed in
a eighteen bus system developed by the authors.
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5.3 Paper C: A Distance Protection Scheme to
Prevent Mal-trips During Abnormal Power
System Conditions

In this paper distance relay algorithms are further developed based on
Paper A and Paper B. The eighteen bus system introduced in Paper B
is used to investigate the performance of the algorithms.

5.4 Paper D: A New Method Suitable for Real Time
Generator Coherency Determination

Based on three test cases in a 68 bus system the paper illustrates that
wide area generator speed measurements combined with Fourier
analysis can be used to determine coherent generator groups. To verify
its performance the new method is compared to conventional methods
based on the generator speed, modal analysis and phasor angle
measurements.

5.5 Paper E: A System Protection Scheme Concept to
Counter Inter-Area Oscillations

This paper introduces a concept of a generator coherency based System
Protection Scheme, addressing inter-area oscillation events. The
scheme is based on the coherency method introduced in Paper D. A
simulated test case in a 68 bus system is used to introduce the
operating principle of the scheme. The test case is also used to evaluate
the scheme’s suitability for different well established DSP methods.
Aspects such as evolving-/sliding window functions, window size and
frequency resolution are examined.

5.6 Paper F: An Emergency Strategy Scheme Based
on Conventional Distance Protection to Avoid
Complete System Collapse

In order to reduce the restoration time after a voltage collapse affecting
a large system an emergency protection scheme based on conventional
distance protection is proposed. The performance of the scheme is
investigated using the NORDIC32 test system [162].
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5.7 Other Publications Reported within the Scope of
the Project

In addition to this Ph.D thesis a licentiate thesis [2] and a technical
report [159] have been published.

5.7.1 Licentiate thesis - Line Protection and Power System 
Collapse

In the licentiate thesis the influence of line protection on transient- and
voltage instability is investigated. Different types of line protection
applications are discussed and their likelihood of contributing to power
system instability is analysed. The different types of relay
characteristics used in distance protection are analysed and their
relative numbers in the Swedish transmission system are given.
Statistics of zone 3 distance protection operation in the Swedish
transmission system are shown for the period 1985 - 2000.
Additionally, a number of disturbances related to distance protection
and power system instability is investigated.

Also the significance of co-ordination between distance protection and
generator current limiters in case of voltage instability is investigated.
Subsequently the interaction between distance protection and other
protection devices during power system instability is discussed. Con-
ventional Power Swing Detectors and Out-of-Step Protection have also
been examined.

Papers A-C introduced above are all incorporated into the thesis.

5.7.2 Technical Report - Present Status of System Protection 
Schemes

The report gives an overview of publications and projects within the
area of System Protection Schemes. Different theoretical aspects
involving power system instability, indicators, system configuration,
curative measures and their internal relations are examined.
Furthermore, an extensive survey of commissioned System Protection
Schemes worldwide is presented.
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Chapter 6 Conclusions and Future Work

6.1 Conclusions
This thesis introduces new methods to improve the performance of
power system protection in case of system instability. The methods are
primarily designed to mitigate power system breakdown.

Distance protection may contribute to power system instability.
Measures to improve its performance have been proposed using new
relay criteria combined with conventional impedance characteristics.
In case of voltage instability the criteria are based on the derivative of
the voltage whereas the rate of change of the phase angle of the current
is used for transient instability. The measures improve the relay
security with respect to voltage instability whereas the reach of the
distance protection is unrestricted. Line length, different swing
frequencies or faults having a slowly decreasing impedance will not
affect the performance and availability of the proposed schemes, which
may be the case for conventional Power Swing Detectors.
Furthermore, fault clearing will not be blocked as in the case of
conventional PSD applications.

A high degree of security is relevant today as the trend implies that
utilities are subjected to penalty fees in the case of undelivered energy.
Companies therefore want to avoid undesirable relay tripping indeed.
The methods proposed here are based on mathematical logic blocks
which are easily adapted to numerical relays.

In the Swedish bulk power system the number of power oscillations
has increased significantly during recent years. To dampen oscillations
a well established generator coherency is often required. In this thesis a
method based on wide area generator speed measurements and Fourier
analysis is proposed for the purpose of on-line coherency tracking. The
performance of the new method has been evaluated by comparing the
generator coherency obtained from the new method with coherencies
obtained from conventional methods based on generator speed, modal
analysis and phasor angle measurements. The new method and the off-
line methods based on generator speed and modal analysis give almost
identical results, however the results obtained from phasor
measurements show deviations. This is particularly interesting as the
generator angle probably is the most common on-line indicator for
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generator coherency determination. Furthermore, taking the transient
distortion immediately after a disturbance into account, this work
indicates that the method introduced here generates a reliable
coherency considerably quicker than the methods based on pure speed
or generator voltage angle measurements.

Using a method based on speed measurement combined with Fourier
analysis a concept for a System Protection Scheme addressing inter-
area events is proposed. Different Digital Signal Processing issues
such as window functions, time-frequency resolution and signal
analysis methods have been investigated. Based on these investigations
a scheme was designed. For the detection of inter-area modes,
parametric methods are the most feasible. Evolving window functions
generally detect the main mode somewhat faster than sliding windows.
However, evolving windows require a trigger activated by the presence
of an inter-area mode. This trigger may complicate the design of the
scheme and therefore the design proposed here is based on a sliding
window. To shorten the detection time of the main mode, a reduced
frequency resolution can be applied. However, a lower frequency
resolution contributes to spectral mode shifts and reduces the quality of
the estimate of the instantaneous speed deviation. As a result the
discrimination of the unstable/stable nature of the modes is of a lower
quality. Also the phase estimation deteriorates which in turn leads to a
less reliable generator coherency determination. The design proposed
here is therefore based on a high frequency resolution, accepting a
somewhat slower response.

Finally, an emergency scheme is proposed utilising conventional
distance relays to avoid a complete system collapse in case of severe
voltage instability. The purpose of the scheme is to co-ordinate all
distance relays belonging to a transfer section so they will
simultaneously operate due to the voltage instability. As a result a part
of the system can be saved from the collapse, black-start can be
avoided and the restoration time can be reduced. Furthermore, in case
long distance communication is introduced the scheme can be utilized
for the supervision of corrective measures such as generator or load
shedding.
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6.2 Future Work
Future work directly linked to the work in this thesis includes various
practical issues related to the realization of the proposed applications.
For the distance relay algorithms emphasising security, issues such as
data memory, window size and data filtering must be further
investigated. To obtain reliable operation well defined setting
procedures for the new relay criteria should also be developed.

The System Protection Scheme based on speed measurements and
Fourier Analysis is still at an early stage of development. An adaptive
frequency resolution for the detection process could be used to further
improve the performance of the scheme. Also the main mode tracking
systems could be based on a combination of evolving and sliding
window functions.

A future approach could be the use of extensive protection systems
where equipment protection and System Protection Schemes are
closely related to each other. As communicative relays become more
widely used a large amount of data is available and the number of
possible remedial actions increases significantly. These features are
attractive for SPS. At the same time the wide area data acquisition used
to control the actions associated with the SPS, can also be used to
prevent incorrect equipment protection performance, as their
algorithms can be based on wide area data. Possible research topics are
the optimal utilization of the extensive data with respect to relay
algorithms and the detection and counteraction of different power
system phenomena. Also the optimal co-ordination between local and
system wide protection applications with respect to dependability and
security should be investigated.

Traditionally measures taken by System Protection Schemes have been
extensive. The schemes have not been adjusted to each specific
disturbance and sometimes the overstated curative measures have
resulted in needless social inconvenience and unnecessary large
disturbance cost. Another aspect is the relation between operating
safety limits and the (real-time) prevailing operating conditions where
the remedial measures represent one feature. To utilize the system (at
every single moment) to its maximum capacity a continuous
optimization must be performed with respect to all parameters where
also the remedial actions should be adjusted based on the actual system
condition. There are therefore major incentives for more accurate and
intelligent (adaptive) applications controlling the corrective measures.
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One interesting tool for this purpose is GPS synchronized wide area
measurements where the system status is provided in real-time. This
feature combined with for example Artificial Intelligence could be a
fruitful area. 

As computers become faster more sophisticated DSP methods can be
used for protection applications. Traditionally the measured relay
signals have been processed based on DSP techniques, and then the
electrical quantities associated with the signals have been used as relay
criteria. However, the present situation makes it interesting to search
for new relay criteria based on inherent DSP parameters. Typically the
criteria could be an intermediate quantity obtained from the DSP
process during the evaluation of the electrical signal.

An observation made during the project is the importance of accurate
protection modelling during simulation based studies. Another
observation is the influence of numerical defects during simulations
close to instability. An ever lasting important task is to further develop
simulations tools, both with respect to numerical and modelling
aspects.

A result of the more extensive use of communication in power system
protection are the increased requirements of data security. Overall this
is a very relevant topic involving numerous aspects of power system
operation. The topic offers many challenges within a broad range of
different research areas.
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Appendix I    Summary of Important SPS Features 

System
type

Network 
structure

Phenomena

Indicators

Control 
actions

Densely mes-
hed system 

with dispersed 
generation and 

demand

Separate systems not synchro-
nously interconnected to other 

systems or by far the largest sub-
system in a power network

Sub-system being a part of a 
large power network

Lightly mes-
hed system 

with localised 
centres of ge-
neration and 

demand

Densely mes-
hed system 

with dispersed 
generation and 

demand

Lightly mes-
hed system 

with localised 
centres of ge-
neration and 

demand

Thermal
overload

Voltage 
instability

Transient 
instability 

(oscillations)

Frequency 
instability

Local:
-Voltage.
-Reactive re-
serves/losses
-MW/MVAr
demand

-Tap-changer
position

-Field/arma-
ture current
limiters

Local:
-Power/Volt-
ge swings

-Large power
flows

-Generator
output

Wide area:
-Excessive
phase 
displacement

Local:
-Frequency
-Rate of
change of
frequency

-Loss of load
centre

-Loss of 
supply

-Tie-line 
power flow

Local or
Remote:
-Shunt switch.
-HVDC
-Reduce Volta-
ge set-point

-Unit start-up
-LTC blocking
-Load shedding

Local or
Remote:
-Generator 
reschedu-
ling

-Generator/
load shed-
ding

Local:
-Power flows
on lines

-Generator
output

-Temperature
of network
elements

Local or
Remote:
-Gen./Load 
shedding

-Fast valving
-HVDC
-Shunt switch.
-System sepa-
ration

Local or
Remote:
-Gen./Load 
shedding

-Fast valving
-HVDC
-Shunt switch.
-System sepa-
ration
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An Adaptive Scheme to Prevent Undesirable Dis-
tance Protection Operation During Voltage Instability

Mattias Jonsson, Student member, IEEE, and Jaap Daalder
Abstract: An adaptive algorithm to prevent undesirable distance pro-
tection operations during voltage instability is proposed. The algo-
rithm is based on mathematical logic blocks and uses the rate of
change of voltage as an additional relay criteria to increase the relay
security with respect to voltage instability.

Studies are based on simulations using two different test systems;
a fifteen bus system developed by the authors and the Nordic32 sys-
tem.

The investigation shows that undesirable zone 3 distance relay
operations can be the difference between a blackout and a recovering
system during voltage instability. However simulations have shown
that the adaptive algorithm may save the system from a collapse.
Although the algorithm prevents mal-trips due to voltage instability
the reach of the distance relay will not be restricted.

Keywords: Adaptive relaying, Distance protection, Remote back-up,
Voltage stability.

I. INTRODUCTION

Undesirable (zone 3) distance relay operations have contrib-
uted to voltage collapses world wide. The most well known
incident is perhaps the July 2, 1996 outage in the WSCC
system [1] where zone 3 mal-trips occurred which gave rise to
the collapse. Other examples are Brazil 1999 [2] and Sweden
1983 [3].

Zone 3 distance relays are mainly used to provide remote
back-up protection for adjacent sections of transmission cir-
cuits. In the ideal case the entire length of all adjacent circuits
are back-up protected. However long lines, infeed and load
encroachment may cause difficulties to obtain that result in a
secure manner. It is the opinion of the authors that uncon-
trolled disconnection of power lines should be avoided during
voltage instability. For example distance relays should not trip
transmission lines prior to the disconnection of generators by
their own protection equipment as this possibly will cause
cascading outages when all of the remaining generation
capacity is further used. Thus where transmission lines are
provided with duplicate main protection and/or where diffi-
This work was financially supported by Svenska Kraftnät.
Mattias Jonsson and Jaap Daalder are both with Department of Electric
Power Engineering, Chalmers University of Technology, 412 96 Gothenburg,
Sweden. Their e-mail addresses are mattias.jonsson@elteknik.chalmers.se
and jaap.daalder@elteknik.chalmers.se.
culties with settings exist there may be reason for not apply-
ing zone 3 distance element at all, as the zone 3 protection
will offer little improvement in fault clearance but may form a
considerable threat to system security. However many utilities
rely on non-duplicated line protection systems using remote
back-up as their standard solution. Furthermore, for systems
applying duplicated line protection and no remote back-up,
maintenance of one of the protection groups will lead to a
temporary absence of back-up protection. The algorithm pro-
posed here facilitates these situations as it is a cost-effective
and plain way of improving the relay security with respect to
voltage instability. 

Adaptive relaying is a suitable tool in case of stressed
power system conditions. In [4] a scheme is described where
dependability is provided during normal system conditions
but security is emphasized during abnormal conditions. The
same approach is used for the algorithm proposed here to
avoid load encroachment during voltage instability.

Modern numerical relays give a wide range of relay inputs
to choose between and thus unique protection schemes can
easily be developed. The algorithm proposed here utilizes
these new possibilities by using the derivative of the voltage
as relay input. Additionally the algorithm is based on mathe-
matical logic blocks which makes it easy to realize for numer-
ical relays where the relay scheme is developed in a user
friendly computer software.

The type of events addressed in this paper are rare occa-
sions. However, when they occur usually a major part of the
system load is affected. Hence these disturbances may be
extremely costly and can cause much social inconvenience. It
is likely that the frequency of these occasions will increase in
the future as power systems are operated closer to their stabil-
ity limits due to environmental constraints and deregulation.

II. DISTANCE RELAYS MAY CONTRIBUTE TO VOLT-
AGE INSTABILITY

Voltage instability is a phase symmetrical phenomenon.
Hence no zero sequence component is present and the phase
voltages and currents are symmetrical. Thus the apparent
impedance Zr as seen by a distance relay during voltage insta-



bility corresponds to (1). Here U is the line to line voltage and
P and Q are the injected active and reactive power at the loca-
tion of the relay.

(1)

In case Zr remains within the area of one of the pre-defined
zones of operation during a time exceeding the setting of the
timer associated to the zone, the relay will operate. Low
system voltages and high (reactive) power flows are typical
features of voltage instability events. It follows from (1) that
these events may cause distance relays to mal-trip. This
behaviour is undesirable since it will aggravate the status of
the power system in an already severe situation.

Undesirable relay operations due to voltage instability will
mainly be initiated by the zone with the longest reach. Nor-
mally this is the zone used for remote back-up protection
which usually is zone 3. Accordingly the algorithm proposed
here is presented with respect to zone 3 but can obviously be
applied on any zone.

III. AN ADAPTIVE ALGORITHM TO PREVENT MAL-
TRIPS DUE TO VOLTAGE INSTABILITY

For numerical relays it is usually possible to choose between
different setting groups; i.e choose different settings of the
zones of operation depending on the prevailing power system
state. This could be done by the relay itself; e.g. based on a
voltage criterion or manually by the operator.

The adaptive part of the algorithm proposed here is based
on the same principle but instead of solely changing the reach
of the zones of operation the whole relay algorithm is changed
according to Fig. 1. During normal operation the conventional
distance protection algorithm is used but when a stressed
operation condition occurs, where security is more of an issue,
the relay switches to the algorithm in Fig. 2. The criterion
used to decide which algorithm to be applied may be based on
the voltage level, the reactive power or the impedance method
proposed in [5].

The algorithm in Fig. 2 may also be used as a non-adaptive
algorithm where it is applied as the exclusive distance relay
algorithm.

Fig. 1. Adaptive distance relay.

The algorithm proposed in Fig. 2 is based on simple mathe-
matical logic blocks where the dependability is decreased and
the security is increased as compared to traditional distance
relaying. The idea is not only to consider the relation between
the apparent impedance and the zones of operation but also
the different events which occur in the system when the zone
3 is entered. These events can be determined from changes in
the voltage.

When a short circuit fault occurs the change of the voltage
is substantial in the faulted phases in the area close to the
location of the fault [6]. In case of voltage instability the volt-
age changes are mostly low to moderate until close to the final
collapse. Hence the derivative of the voltage may be used to
distinguish between short circuit faults and voltage changes
due to stressed system conditions. In the algorithm of Fig. 2
the voltage is measured continuously and used as an input.
The main challenge in the algorithm is to determine the differ-
ent types of events based only on information from the deriva-
tive of voltage, and this with a high degree of reliability.
However simulations and measurements have shown that
there is a considerable difference between a short circuit fault,
a fault clearance and other power system events. 

It is important that the relay will operate as planned when a
short circuit fault occurs at the same time as voltage instabil-
ity is present. Therefore when the apparent impedance has
entered the zone 3 the derivative of the voltage is continu-
ously analysed and thus used to detect short circuit faults. In
Fig. 2 the quantities with a subscript (except tstart which is
associated to the start of the timer) are given a fixed value by
the relay operator. The remaining quantities are continuously
updated by the relay during operation. Throughout operation
the pre-set values are compared with the real-time updated
values to obtain correct relay activity.

Zr
U 2 P jQ+( )⋅

P2 Q2+
-----------------------------------=

Yes

 No

Conventional 
distance protection 

algorithm

The algorithm 
in Fig.2

Normal operation



Fig. 2. Relay algorithm used during voltage instability.

The following is a description of the block functions.

Block 1: Checks if the apparent impedance is within zone 3. 

Block 2: Decides if a short circuit fault has occurred.
When a fault occurs ∆V/∆t will have a negative
value with a large magnitude.

Block 3: The timer associated to zone 3 is started.
tstart = time when zone 3 is entered.

Block 4: Decides if the fault is cleared by primary protection.
When the fault is cleared ∆V/∆t will have a
positive value with a large magnitude.

Block 5: Waits for the fault to be cleared by primary
protection.
t3delay = time delay associated to zone 3.

Blocks 6 to 9 may be implemented in the algorithm when dis-
tance protection is used to protect overhead lines due to ther-
mal overload etc.

Block 6 & 8: Checks if the line temperature T exceeds the 
pre-set maximum limit.
Tmax= maximum allowed temperature in the 
circuit.

Block 7: Timer is started for the thermal overload protection.
tT, start = time when the maximum allowed 
temperature is reached.

Block 9: Regulates temporary overload.
tT,delay = time delay associated to the thermal
overload protection.

Most cases are handled well by the algorithm. However a few
cases may cause the algorithm difficulties to operate as
planned. The reason for this is that unexpected values of the
derivative of the voltage may occur for some events in combi-
nation with tight or wrong settings of the parameters. The
most dangerous case is when a voltage step increasing action
occurs between a short circuit fault and a fault clearance.
Block 4 may apprehend the positive voltage step as fault
clearance by primary protection. Thus the algorithm will not
clear the fault. During voltage instability scenarios load shed-
ding and manually or automatic capacitor switching may be
the source of this type of problem. Shunt capacitor switching
will not have a significant impact during the time when a fault
is present as the voltage will be extremely low and therefore a
capacitor will not increase the voltage much when it is con-
nected. When load shedding is performed some communica-
tion device can be used in combination with logic blocks to
set the output from block 4 to NO during the moment of
action. In this way the security will be increased.

Most likely current limiters will be activated and generators
tripped during a severe voltage instability. This will cause
voltage decays of a more or less outspoken nature. Close to a
collapse the negative derivative of the voltage may be difficult
to distinguish from the one caused by a short circuit fault. Still
it is undesirable that these negative derivatives are treated as
faults. These inadequacies can be avoided by using communi-
cation devices. When a generator is tripped or a current lim-
iter activated a notifying signal can be sent to the relays
within the affected region. Hence the output from block 2 can
be set to NO for a few cycles and the event will not be treated
as a fault.

Within
zone 3

tstart=t

T ≥ Tmax

t-tT,start ≥ tT,delay
t-tstart ≥ t3delay

 ∆V
∆t

Send a tripsignal to
the circuit breaker
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maximum≤ A fault has occured.
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To find suitable values of the settings, events such as shunt
capacitor switching, line tripping, load shedding and short cir-
cuit faults must be considered for each relay bus at different
operation modes. Modern communication technology has cre-
ated the possibility for centralised calculation of settings and
local in-service adjustment and therefore suits the purpose
well. A computer based network model may be used for on-
line calculations. Hence the relay settings can continuously be
updated to the prevailing power system condition. Today
these type of calculations are usually done manually.

One may ask oneself, why not use the derivative of the
measured impedance as a criterion in the algorithm? Simula-
tions have shown that the derivative of the impedance does
not act logically stringent for similar power system occur-
rences; especially when long and heavily loaded lines are con-
sidered. Also the fault location versus relay bus location has a
strong influence on the apparent impedance in the R-X dia-
gram; e.g if a fault occurs on an adjacent or a parallel line.
The derivative of the resistance and reactance has similar dis-
advantages compared to the derivative of the impedance.
Another disadvantage is that the derivative of the impedance
is more complicated to obtain as compared to the derivative of
the voltage.

The discussion in this paper is to demonstrate the principles
of a new adaptive algorithm. In case of actual implementation
attention has to be paid to practical issues such as communica-
tion devices, data memory, window size, noise in measure-
ments etc. Also when the algorithm is programmed some
functions have to be added. For instance in case of a short cir-
cuit fault occurring at the same time as the line is overloaded,
block 2 has to be activated in parallel with the alternating
blocks 8 and 9. Depending on how tT,delay is chosen in relation
with t3delay a timer coordination may be necessary to deter-
mine whether the trip signal will be sent due to the short cir-
cuit fault or due to the overload.

IV. TEST SYSTEMS

Two different test systems have been used for simulations.
The first one is a 15 bus system representative for the Swedish
transmission grid; the second is the more extensive Nordic32
system [7]. The 15 bus system is mainly used to illustrate the
performance of the adaptive algorithm while the Nordic32
system is used to compare results of the 15 bus system with
results of a more comprehensive grid.

Fig. 3 shows the 15 bus system. Two voltage levels are
used, where the main part of the equipment is connected to the
400 kV level. However, the loads and a few shunt devices are
connected to the 130 kV level.

Fig. 3. The fifteen bus system representative for the Swedish system.

The generation in the system is a mixture of hydro- and nuclear
power. All generator units are equipped with field current limit-
ers, in addition the nuclear units have stator current limiters. In
the NORTH area, all generators are hydro units which are
responsible for the frequency control; in the MIDDLE and
SOUTH areas the nuclear power units have a fixed active out-
put. The loads in the MIDDLE and SOUTH areas dominate the
total consumption in the system. Thus a large amount of power
will be transported from NORTH to MIDDLE and also from
MIDDLE towards SOUTH. The transmission lines between
bus 2 and bus 3 are equipped with serie capacitors giving a line
compensation of 50 %. Observe that the electrical parallel cir-
cuits in the system are not considered to be geographically par-
allel. The load models used in the system are based on the
experimental work of le Dous et al. [8] and all the other models
are identical to the ones applied in the Nordic32 system [7].

When the reach of the zone 3 element is determined infeed is
considered and the idea is that the whole length of all adjacent
lines should be protected.

V. SIMULATIONS IN THE 15 BUS SYSTEM

The simulations have been performed in SIMPOW [9] and the
improvement due to the adaptive algorithm is demonstrated. For
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illustration both the mho and quadrilateral relay characteristics
are used.

At the pre-fault state the system is heavily loaded in the
SOUTH area. The power transfer from bus 3 towards bus 34 is
about 2200 MW and from bus 34 to bus 4 around 1200 MW. The
initial disturbance F1 is a permanent three phase short circuit fault
having zero fault resistance and located in the middle of one of
the transmission lines between bus 34 and bus 4. The fault is
cleared by the primary protection. To further demonstrate the per-
formance of the algorithm in Fig. 2 an additional fault F2 is
applied. This fault is a busbar fault at bus 342 and occurs when
the apparent impedance already has entered the zone 3.

Fig. 4 shows the voltages at bus 3 and bus 34 before and after
the faults. When conventional zone 3 distance relaying is applied
with settings based on the criteria mentioned earlier the system
will collapse approximately 83 seconds after the initial fault inde-
pendent of the shape of the operating zone used. In the case of
mho relays the collapse will be initiated by the zone 3 elements at
bus 3 protecting the lines between bus 3 and bus 34; Fig. 5. When
quadrilateral relays are used the collapse will be initiated by the
zone 3 element located at bus 34 protecting the remaining line
between bus 34 and bus 4. This should be compared with the situ-
ation that either the reach of the conventional relays is decreased
or the algorithm in Fig. 2 is applied. In these cases the system will
recover to a stable operating point. Without the adaptive algo-
rithm the reach of the mho relays at bus 3 protecting the lines
between bus 3 and bus 34 must be decreased to avoid a voltage
collapse. If this approach is applied only 60 % or less of the adja-
cent lines will be remote back-up protected. When quadrilateral
relays are in operation their reach at bus 34 must be decreased in
resistive direction from 105 Ω to about 85 Ω to avoid a collapse.
The collapse plotted in Fig. 4 is valid for the case of mho relays.

Fig. 4. Voltages at bus 3 and bus 34. In case of normal zone 3 settings collapse 
occurs at indication 7 whereas using the adaptive algorithm or a decrease in 

element reach the system survives.

1: Pre fault state.

1-2: At t=5 s a permanent three phase fault (F1) occurs
on one of the lines between bus 34 and bus 4.

2-3: At t=5.09 s the fault is cleared.

3-4: At t=5.5 s the shunt capacitor at bus 32 is connected
and the reactors at bus 1 and bus 2 are disconnected.

4-5: At t=5.8 s auto reclosing.

5-6: At t=5.89 s the faulted line is permanently discon-
nected.

6-8: The impedance as seen by the relays is slowly
decreasing due to decreasing voltages and increas-
ing (reactive) power flows.

7: At t=87.2 s the zone 3 of the mho relays located at
bus 3 protecting the lines between bus 3 and bus 34
are entered. About the same time zone 3 of the
quadrilateral relay located at bus 34 protecting the
remaining line between bus 34 and bus 4 is also
entered.

8-9: At t=250 s a bus fault (F2) occurs at bus 342.

9-10: At t=250.09 s the bus fault is cleared.

11: The system starts to recover and will attain a stable
operating mode.

Fig. 5. The impedance as seen by a mho and quadrilateral relay located at bus 
3 protecting one of the transmission line between bus 3 and bus 34.

In this simulation the injected reactive power at bus 3 towards
bus 34 increases about 100 % during the first 83 seconds after
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the initial three phase fault. The other power flows in the
system are approximately the same. When mho relays are
used it is not the relay located at the bus with the lowest volt-
age level which operates first but the relays that meet the larg-
est increase in power flows. This shows that it is not only low
voltage levels which are important to consider in order to
avoid mal-trips due to voltage instability but also reactive
power flows which may increase considerably.

The criterion used to choose between the conventional and
the proposed relay algorithm is based on the reactive power.
Basically the criterion applies the conventional distance relay
algorithm when the protected line generates reactive power.
When the line consumes reactive power the proposed algo-
rithm is activated emphasizing security. This criterion is suita-
ble in systems where the lines generally are operated below
the surge impedance load. For example, in the Swedish trans-
mission system. However in systems where the lines normally
are loaded above the surge impedance load the algorithm in
Fig. 2 can be activated when the reactive power consumed by
the protected line exceeds a certain level.

One reason why the reactive power and not the voltage is
used to decide which algorithm should be used is that the volt-
age sometimes is a bad indicator of the system conditions. For
example, bus 3 is located close to generator buses. Conse-
quently and as illustrated in Fig. 4, the voltage at bus 3 will be
held at a fairly high voltage level by the voltage control of the
generators until very close to a collapse. Hence if the relay
would base its adaptivity on the voltage level, then the proba-
bility for a too late change of algorithms would be significant.
In this case the lines between bus 3 and bus 34 are heavily
loaded, i.e they consume reactive power prior to the initial
fault. As a consequence the relays located at bus 3 have
already adjusted their relay algorithm to the one proposed in
Fig. 2 before the three phase fault occurs. The lines between
bus 34 and bus 4 generate reactive power before the initial
three phase fault and thus the relays located at bus 34 are
applying the conventional distance relay algorithm. However
as the faulted line is disconnected the remaining line between
bus 34 and bus 4 start to consume reactive power and thus the
associated relay adjusts its relay algorithm.

Since the derivative of the voltage due to the disturbance is
the same at bus 3 and bus 34 apart from the magnitude the
fundamental method of operation will be the same at these
two buses. Hence only the derivative of the voltage as seen by
the relays located at bus 3 is investigated.

In Fig. 6 we see that there is a considerable difference in the
magnitude of the negative peaks of the derivative of the volt-
age (which fall in between indications 6 and 8) caused by tap-
changer operations and current limiter actions as compared
with the peaks caused by the short circuit faults. As described

earlier, this is the phenomenon used by the algorithm to distin-
guish short circuit faults from other events in the system.

.

Fig. 6. The derivative of the voltage at bus 3.

The negative and positive peaks of the voltage derivative
which are generated when the initial fault occurs and is
cleared (between indications 1 to 6), make that the proposed
algorithm achieves the same result as conventional remote
back-up distance relaying. When the initial three phase fault
occurs the apparent impedance enters the zone 3; Fig. 5. At
the same time the relays see a high peak of the derivative of
the voltage with a negative sign. Hence the criteria in blocks 1
and 2 are fulfilled and the timer in block 3 is started. The algo-
rithm starts to alternate between blocks 4 and 5 waiting for the
fault to be cleared by the main protection. This happens 90 ms
after the initial fault. Consequently the relays located at bus 3
see a positive peak of the derivative of the voltage and the
apparent impedance leaves the zone 3 of operation. Hence the
algorithm again starts to wait for the criterion in block 1 to be
fulfilled. The criterion in block 1 is once again fulfilled when
the auto-reclosing is performed. As the auto-reclosing is not
successful the operating sequence described is repeated for
the algorithm.

When the zone 3 elements are entered at 87.2 s due to the
decreasing voltages and increasing power flows, block 2 in
Fig. 2 will not treat this as a fault as no large negative peak of
the derivative of the voltage is present. Thus when the appar-
ent impedance as seen by the relay further moves into zone 3
the algorithm will make the relay to continue to wait for a true
short circuit fault as the algorithm will alternate between
blocks 1,2 and 6. This will continue until the impedance
leaves zone 3, the line is thermally overloaded or a high nega-
tive peak of the derivative of the voltage occurs.

When the bus fault at indication 8 occurs the impedance as
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seen by the relay will be located within zone 3 at the same
time as the relay will sense a high negative peak of the deriva-
tive of the voltage. Hence the algorithm will start to alternate
between blocks 4 and 5 waiting for a high positive peak to
arise; i.e the fault to be cleared. This process may continue
until the time delay of zone 3 expires and a trip signal will be
sent to the circuit breaker. However in this case the fault is
cleared by the primary protection. Thus the algorithm will be
reset and continue to alternate between blocks 1,2 and 6. The
line will not be tripped and the system starts to recover.

Bus 3 is a typical bus where the algorithm may be expected
to work inadequately. When the initial fault is cleared the
algorithm may meet a proportionally low positive peak of the
derivative of the voltage since the relay is located quite far
from the fault. At the same time the capacity of shunt capaci-
tors close to the bus is high. This may cause trouble when the
values of the parameters in the algorithm are selected. In Fig.
6 we see that the shunt switching between indication 3 and 4
causes a positive peak which is about 50 % of the derivative
of the voltage caused by the final fault clearing. If the capaci-
tor switching occurs during the time when the fault is present
the algorithm may interpret this as a fault clearance. This set
of events has been simulated where the result shows that the
positive peak of the derivative of the voltage due to the shunt
switching in this case will only be about 15 % of the peak
caused by the fault clearance. This is due to the low voltage in
the system when the fault is present.

Simulations have also shown that different fault resistances
have little impact on the magnitude of the derivative of the
voltage.

VI. SIMULATION IN THE NORDIC32 TEST SYSTEM

The Nordic32 system has been simulated in ARISTO [10].
The initial disturbance for this case is a permanent three phase
short circuit fault located in the middle of the transmission
line indicated as Line 2 in Fig. 7. Thirty seconds before the
fault occurs the system is weakened as Line 1 is manually
taken out of operation. Still the power flows from the North to
the Central region are fairly normal and the voltage is close to
the nominal 400 kV at all system buses. In Fig. 8 the fault
occurs at 150 seconds and is immediately cleared by primary
protection. The voltage level starts to decrease and the reac-
tive power demand starts to increase, especially in the framed
area. Automatic shunt switching is performed to halt the volt-
age reduction and to restore the voltage level. In case the
adaptive algorithm is used or when the reach of the zone 3
element is decreased this proceeding will succeed as Relay A
will not operate when zone 3 is entered due to the voltage
instability. In Fig. 7 the system is displayed in the stable oper-
ation mode which is reached approximately 9 minutes after

the short circuit fault when one or both of these actions are
taken. However if neither the algorithm is applied nor the
reach of the zone 3 element is decreased Relay A will operate
about 8 minutes after the fault and initiate a total blackout in
the framed region.

Fig. 7. Final system condition after a permanent three phase fault on line 2 
when the adaptive algorithm is applied for Relay A. The voltage at each bus 

is displayed.

The impedance relay characteristic of the distance element
applied is of the quadrilateral type operated in combination
with no devices such as load blinders, start relays or general
start criteria. All zone 3 elements in the system are set to
cover all adjacent lines in reactive direction. In resistive direc-
tion the sensitivity among the relays varies but Relay A is set
to operate for fault resistances of 115.2 Ω or less.

From Fig. 8 we see that the peaks of the derivative of the
voltage for the three phase fault and fault clearing is totally
dominating compared to the peaks caused by the automatic
shunt switching and the disconnection of Line 1. Notice that
the peaks of the derivative with origin in the disconnection of
Line 1 and the reactor switching are less then 2% of the mag-
nitude of the derivative for the fault and fault clearing.

The input voltage used for the calculation of the derivative
of the voltage is in this simulation sampled with a lower fre-

Line 1

Line 2

Relay A

150 MVar reactor

100 MVar reactor



quency then used for the 15 bus system. Therefore the peaks
of the derivative in Fig. 8 are not as distinct as in Fig. 6.

Fig. 8. The derivative of the voltage at the location of Relay A.

VII. CONCLUSIONS

Simulations in two different test systems have shown that
undesirable zone 3 distance relay operations during voltage
instability can be the difference between a total blackout and a
recovering system. The reasons for these mal-trips are often a
combination of decreasing system voltages and increasing
reactive power flows. 

In order to avoid these unwanted relay operations an adap-
tive algorithm which prevents mal-tripping due to voltage
instability has been proposed. The algorithm not only consid-
ers the relation between the apparent impedance and the zone
of operation but also uses the derivative of the voltage to dis-
tinguish short circuit faults from other events in the system.
Although the algorithm prevents mal-trips due to load
encroachment associated with voltage instability the reach of
the distance relay will not be restricted.
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A new protection scheme to prevent mal-trips due to power swings
Abstract: New distance protection algorithms based on mathematical
logic blocks are introduced in this paper. The algorithms prevent
mal-trips due to power oscillations using additional criteria in combi-
nation with traditional distance relaying. These additional criteria are
based on symmetrical components and the derivative of the phase
angle associated with the current as seen by the relay.

A simulation is performed in a eighteen bus system developed by
the authors where the performance of the algorithms is analysed.

No timer settings as is necessary for conventional Power Swing
Detectors are needed. Thus different cycle times of the power oscilla-
tions will not affect the performance of the algorithms. Neither an
area in the RX-diagram has to be pre-defined which may cause
extraordinary difficulties for applications serving long distance trans-
mission lines.

Keywords: Distance protection, Transient stability, Power swings,
Numerical relays, Power Swing Detector.

I. INTRODUCTION

Transient instability in power systems generate power oscilla-
tions. These oscillations may cause unwanted tripping of dis-
tance relays. To prevent these mal-trips the distance relay is
often combined with a Power Swing Detector (PSD). Conven-
tional PSD’s usually measure the time it takes for the apparent
impedance to travel through a pre-defined impedance area in
the RX-diagram which is located outside the area of the zones
of operation. Due to the varying cycle times of the power
oscillations a satisfactory setting of the timer associated with
the PSD may be difficult to obtain. In an yet unpublished
CIGRÉ WG34.09 investigation several cases of incorrect
PSD behaviour due to this phenomenon are reported. For long
transmission lines difficulties may occur when the location of
the pre-defined PSD impedance area is chosen. As the opera-
tion point at peak load may be close to the boundary of the
fault detector zone there may not be enough place for the
impedance area of the PSD [1]. Hence a PSD which is not
sensitive to the cycle time of power swings or the line length
would be desirable. In particular the limitations of the PSD
associated with the line length are undesirable as power oscil-
lations mainly occur on tie-lines and long transmission lines.

From a technical point of view correct operating relays

have obviously been an important issue throughout the years.
However the issue grow even more important in a deregulated
market. An incorrect outage of a transmission line may lead to
advantages for competitors, penalty fees and an (unnecessary)
absence of income. Unreliable relays may lead to situations
where grid owners give their protection equipment narrow
settings to avoid unwanted relay operations due to power
swings. In some cases the settings may be too narrow and the
relays will not operate for all possible fault conditions. In a
broader perspective this behaviour may be a threat to system
security. 

Many relay solutions applied today have their origin in
former technical hardware limitations and thus the possibili-
ties given by new numerical and communication technologies
are not always utilized to their maximum capacity. An exam-
ple is the PSD based on the transition time through a blocking
impedance area. As already mentioned the solution have not
operated as desired several times throughout the years. Never-
theless it is still the main method used in numerical distance
relays to prevent mal-trips due to power oscillations. As
numerical and signal processing technologies develop, new
electrical quantities may become attractive as relay inputs.
For example, as the sampling frequency increases the deriva-
tive of electrical quantities may become a widely used relay
criterion. Additionally the fast development of information
technology in power system applications may lead to the
launch of economically and reliable protection strategies
based to a great extent on communication devices.

In modern numerical relays a computer software is used to
create the operation scheme of the relay based on mathemati-
cal logic blocks. Hence unique solutions suitable for each user
can easily be obtained. The PSD suggested here is based on
this new user friendly relay approach and is incorporated in
the relay algorithm. The algorithm is based on traditional dis-
tance relaying in combination with additional criteria. To initi-
ate relay operation not only the apparent impedance has to be
within the zone of operation during a pre-defined time but at
least one additional criterion has also to be fulfilled.
Mattias Jonsson
mattias.jonsson@elteknik.chalmers.se

Department of Electri
c Power Engineering
Chalmers University of Technology

Gothenburg, S-41296 Sweden,
www.elteknik.chalmers.se
Jaap Daalder
jaap.daalder@elteknik.chalmers.se



II. ADDITIONAL CRITERIA FOR A DISTANCE RELAY 
ALGORITHM 

The criteria which may be combined with the conventional
distance relay methods vary for different types of distance ele-
ments. For phase to ground elements the residual current may
be used. During unsymmetrical phase to phase faults a nega-
tive-sequence current will arise in the system and may there-
fore be a suitable criterion. However phase to phase elements
must also be able to distinguish symmetrical three phase
faults. A criterion associated with a negative- or zero-
sequence current will not achieve this demand and therefore
another method is introduced below.

The fundamental behaviour of the phase angles of the volt-
age and current at the sending end of a transmission line
immediately before and after a three phase short circuit fault
is briefly studied using the small power system in figure 1.
During normal operation the voltage V and current I are given
as in (1) and (2).

Fig. 1. A small transmission system during normal operation.

(1)

(2)

When a three phase fault occurs at node F the voltage and
current can be written as in (3) and (4). The voltage at the
fault location is assumed to be zero when the fault is present.

(3)

(4)

Immediately before and after the fault the phase angle of
the internal generator voltage may considered to be the same.
Accordingly (1) and (3) show that the phase angle associated
with the voltage V will not change significantly. When the
fault occurs the system impedance as seen at P instantane-
ously changes from a primarily resistive to a primarily reac-
tive impedance. Hence the phase angle associated with the
current will make a substantial change as can be seen from (2)
and (4). 

Observe, that these assumptions are not always applicable.
The fault impedance will never be zero for a real short circuit
fault although the approximation is often applied in EHV
studies. Additionally the assumptions made in (1) and (2) are
not true for all line configurations and load conditions. 

Fig. 2. Possible behaviour of the characteristic angle ϕ of the apparent imped-
ance as seen by a distance relay during a three phase short circuit fault.

In case of some specific relations between the pre-fault oper-
ating point, the fault location and the fault impedance the
characteristic angle ϕ of the apparent impedance as seen by a
distance relay may not change during a fault; see figure 2.
Hence the phase angle associated with the current will neither
change. However as the fault impedance is usually formed by
a resistance of a few ohms this behaviour will mainly occur
for fault locations close to the relay. Fortunately the closer the
fault occurs to the line terminal the greater fault current will
be arising from nearby generators. Hence the fault impedance
will also for this application be negligible in many cases and
thus the phase angle associated with the current will change
substantially for nearby faults as well.

For relays located at the receiving end of a transmission
line the current usually will switch direction when the fault
occurs and thus the phase angle will change approximately
180 degrees.

Power swings are phase symmetrical events with fairly
long cycle times. Accordingly the derivative of the phase
angle of the current can be used as an additional criterion in a
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distance relay algorithm to distinguish symmetrical three
phase faults from power swings. However, as shown in figure
2 the criterion performs better the greater the fault distance.
Hence the criterion is particularly suitable for zones 2 and 3
distance protection. To cope with nearby faults in zone 1,
when the fault impedance is not negligible, the criterion may
be used in combination with pilot relaying. Alternatively the
criterion is only applied for the time delayed zones as power
swings are rarely a major concern for zone 1 elements. In fact
if power swings are so severe that the zone 1 is entered it may
be advisable to trip the circuit breaker and thus split the sys-
tem.

When a three phase fault occurs in case of an open line situa-
tion or a pure reactive load, the phase angle of the current will
not change significantly. However for these operating condi-
tions power oscillations are not a major concern. Therefore the
conventional distance relay method can be applied to these
cases whereas a method based on the derivative of the phase
angle of the current is used for operating conditions associated
to power oscillations. The appropriate choice of the correct
method can easily be determined by adaptive relaying.

III. A MOMENTARY DISTANCE RELAY ALGORITHM

In figure 3 an algorithm for a zone 1 phase to phase relay is
proposed. To initiate a trip signal not only the apparent imped-
ance has to be within the zone 1 of operation of the traditional
distance element, but at least one of two additional criteria
have to be fulfilled.

The quantities marked with the subscript set are assigned a
fixed value by the relay operator. The remaining quantities are
continuously updated by the relay during operation.

Fig. 3. Zone 1 algorithm for a phase to phase distance relay.

Block 1 consists of the traditional zone 1 distance protec-
tion function. When block 1 signals a fault blocks 2 and 3 are
applied to verify that a short circuit fault and not a power

swing is the reason for the YES signal out from block 1. Veri-
fication is carried out by comparing the fixed values of the
quantities with the values continuously updated. When the
updated value in a block exceeds the fixed value the trip
signal is initiated. By studying the negative-sequence current
block 2 examines if an unsymmetrical fault is the reason for
the activation of block 1. If not, a final check is made in block
3 to validate if a symmetrical three phase fault has occurred
using the criterion based on the derivative of the phase angle
of the current. 

In the case of a phase to ground element the criterion in
block 2 is replaced by one based on the residual current and
block 3 may be eliminated.

IV. TIME DELAYED DISTANCE RELAY ALGORITHMS 
FOR SINGLE AND PARALLEL LINES

For the introduction of the time delayed algorithms zone 3 is
studied where the traditional zone 3 blocks are considered to
cover the whole length of all adjacent sections. However the
operation characteristics are similar for the zone 2 algorithms,
except for the reach of the traditional distance elements and
the timer settings.

First consider a case where the circuit between relay C and
relay D in figure 4 is removed. Thus a system consisting of
two subsequent single transmission lines is studied where the
algorithm in figure 5 is applied on relay A.

Fig. 4. A system including remote back-up protection.

When a phase to phase fault occurs at P1 the traditional
distance element of both the main protection at E and the
remote back-up protection at A will be entered. Additionally
the relays will experience at least one of the following events:
a high peak of the derivative of the current or a negative-
sequence current. Hence the timer in block 4 will be started
and the algorithm will begin to alternate between blocks 5 and
6, waiting for the main protection E to clear the fault. How-
ever if the main protection fails the algorithm will send a trip
signal when the criterion in block 6 is fulfilled.

In case the fault is cleared by the main protection the
apparent impedance will leave zone 3 for relay A. Assume
that a power swing occurs as a consequence of the grid weak-
ening and the apparent impedance again enters zone 3. This
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time no high peak of the derivative associated with the current
or negative-sequence current will arise and accordingly the
out signal from blocks 2 and 3 will be NO. Thus the timer in
block 4 is not started and the algorithm will continue to wait
for a true short circuit fault.

Fig. 5. Zone 3 algorithm for a phase to phase distance relay protecting two 
subsequent single lines.

In the case of parallel lines the algorithm in figure 5 needs
some modification in order to operate properly. The main
reason for this is that the derivative of the phase angle of the
current as seen by relay A is strongly dependent on the loca-
tion of the fault P2.

Simulations were performed for the grid configuration of
figure 4, varying the fault location along the line between the
relays C and D. It appeared that for a fault close to relay C the
relay A experienced a positive derivative of the phase angle,
whereas the derivative was negative in case of a fault close to
relay D. A mathematical analysis confirmed that both the
value and the sign of the derivative of the phase angle of the
current as seen by relay A varies along the line. This means
that for a particular fault location no change in the phase angle
of the current will be observed. To overcome this problem an
extra logic block is added to the algorithm of figure 5.

The suggested algorithm in figure 6 relies to a certain
degree on communication devices. However conventional
”tripping” or ”blocking” communication techniques fulfil all

necessary requirements, also the area of communication will
be restricted to the substation.

Fig. 6. Zone 3 algorithm for a phase to phase distance relay serving parallel 
lines.

For faults located on the line between relay E and relay F
the operation principle is identical for the algorithm in figure
6 as for the algorithm in figure 5. However as discussed above
a high peak of the derivative associated with the current will
necessarily not be present when a fault occurs on the line
between relay C and relay D. Therefore a signal used as an
input in block 4 goes active when the timer in the zone 2 algo-
rithm at relay C is started. Additionally for cases where the
fault impedance for nearby faults can not be neglected the
signal may also be activated when the zone 1 protection at
relay C sees a fault. Hence a symmetrical three phase fault on
the line between relay C and relay D where no high peak of
the derivative is observed by relay A, will instead be distin-
guished in block 4.

When directional forward reaching distance elements are
used the fault P2 is not always instantaneously seen by relay A
as the apparent impedance is dependent on the location of P2
and the system configuration around the faulted line. In cases
when the fault current is injected at relay A this phenomenon
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will not arise. However if the initial fault current is extracted
at relay A its traditional zone 3 element may not be entered
until relay C has operated. As the current switches direction
and consequently the phase angle shifts approximately 180
degrees both the traditional zone 3 will be entered and a high
peak of the derivative of the phase angle associated with the
current will occur. Thus the algorithm in figure 6 will cope
with this phenomenon.

V. SIMULATION

Simulations have been performed using SIMPOW and the test
system used is based on the grid introduced in [2]. To this grid
a small system consisting of a large hydro generator and a
small load is connected via two transmission lines. The algo-
rithms introduced above are implemented in Relays A and C
where the traditional zone 3 elements are of the offset mho
type, set to cover 185% of the line length.

Fig. 7. Test system.

Initially about 1800 MW is transported from the small
system towards the large system. Five seconds after the simu-
lation is started a symmetrical three phase fault with zero fault
resistance is applied on Line 2, 50 km from Bus 1. The faulted
line is disconnected by the main protection. Figure 8 shows
the damped power oscillations occurring after the disconnec-
tion where the system eventually will return to a stable operat-
ing state. However if traditional distance relays without PSD’s
are used Line 1 will incorrectly be tripped by Relay A as the
apparent impedance will stay within zone 3 for more than 1.2
seconds during the first swing after the fault clearance; see
figure 10. Consequently the whole system will collapse
approximately five seconds after the fault has occurred.

First we examine the operation of Relay C by studying the
algorithm shown in figure 3. Immediately after the fault has
occurred the apparent impedance will enter the traditional
zone 1 element. At the same time the relay will see a high
peak of the derivative associated with the current injected into

Line 2; see figure 9. Hence the output signal from blocks 1
and 3 will be YES and a trip signal will be sent to the circuit
breaker. The fault is cleared in 90 ms which is the total opera-
tion time for the relay and the circuit breaker.

Fig. 8. Active power injected at Relay A.

Fig. 9. The derivative of the phase angle associated with the current injected 
into Line 2 at Relay C.

In figure 10 the apparent impedance as seen by Relay A is
displayed. During the short circuit fault the traditional zone 3
mho element will not be entered. However some time after the
disconnection of Line 2, zone 3 will be entered by the first
power swing. Hence the output from Block 1 in figure 6 will
be YES. The power swing is a phase symmetrical event, no
high peak of the derivative associated with the current
injected into Line 1 is present at 5.26 s in figure 11 and no
fault signal is received from Relay C. Therefore the output
signals from blocks 2,3 and 4 will be NO. Thus the algorithm
will not start the timer and no trip signal will be sent to the cir-
cuit breaker. Line 1 will not be tripped and thus the system
recovers to a stable state.

~ ~~

350 Ω

180 Ω

Relay A

Relay C

2x500 MVA
1x400 MVA

2x500 MVA
1x400 MVA

500 Ω

180 Ω

1x3000 MVA

250 km

450 km

250 km
250 km

SMALL
SYSTEM

Bus 1

Line 1

Line 2

F

Relay D

LARGE
SYSTEM

0 5 10 15 20 25 30 35 40 45 50
2

4

6

8

10

12

14

16

18

20

22

TIME [s]

A
C

T
IV

E
 P

O
W

E
R

 [
pu

]

4.95 5 5.05 5.1
−5

−4.5

−4

−3.5

−3

−2.5

−2

−1.5

−1

−0.5

0

0.5
x 10

4

TIME [s]

t∂∂φ
i

ra
d s

----
-----



Fig. 10. RX- diagram for traditional zone 3 element at Relay A.

Fig. 11. The derivative of the phase angle associated with the current injected 
into Line 1 at Relay A.

VI. DISCUSSION

A question which may arise is: why not only use the criterion
based on the derivative of the phase angle of the current in the
algorithms? Simulations have shown that the peak of the deriv-
ative associated with the phase angle of the current is consider-
ably larger for a three phase fault as compared to faults
involving two phases or one phase to ground. In order to obtain
a high security the settings in the blocks associated with the cri-
terion are made with respect to three phase faults. Apart from
short circuit faults, there exist a few additional power system
events associated with power oscillations that may have some
influence on the phase angle of the current. For example if the
settings are done with respect to other faults involving less than
three phases there might be a few cases where the algorithms

have difficulties to distinguish a power swing caused by load
shedding or generator tripping from a long distance fault. The
reasons why these events affect the phase angle of the current
are as follows: during load shedding or generator tripping the
phase angle of the current will not be so much affected by the
actual load or generation tripped as about the same relative
amount of active and reactive power is removed. However as a
new load condition may occur the phase angle of the current as
seen by the relay may be altered due to the change in reactive
power generated or consumed by the transmission line and/or
adjacent shunt devices.

Events such as shunt and transformer switching may also
affect the phase angle of the current. However such changes are
usually less then in case of a short circuit fault and will most
likely not occur in combination with an entrance of zone 3 due
to a power swing.

VII. CONCLUSIONS

New distance protection algorithms which prevent mal-trips
due to power oscillations have been proposed. Both momentary
and time delayed algorithms are introduced where the dependa-
bility is decreased and security is increased with respect to tra-
ditional distance relaying. This is achieved by requiring
additional criteria to be fulfilled at the same time as the appar-
ent impedance enters the traditional distance element to initiate
a relay operation. These additional criteria are based on sym-
metrical components and the derivative of the phase angle asso-
ciated with the current.

The line length or the cycle time of the power swing will not
affect the performance and availability of the algorithms as may
be the case with conventional Power Swing Detectors.

Applications for single and parallel lines have been pre-
sented. The solution for parallel line require some internal com-
munication between the relays at the terminal.

The algorithms are based on mathematical logics blocks.
Thus numerical relays applying a user friendly computer soft-
ware to create the operation scheme of the relay make it easy
for relay engineers to develop the algorithms.
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A distance protection scheme to prevent mal-trips during abnormal power system 
conditions
Abstract: A new distance protection scheme is proposed to avoid
mal-trips due to voltage instability and power oscillations. The
scheme is based on mathematical logic blocks and uses traditional
distance relaying in combination with certain additional criteria.
These additional criteria are based on symmetrical components, the
derivative of the phase angle of the current and the derivative of the
voltage.

The performance of the scheme is analysed by simulations in a
eighteen bus system developed by the authors.

The performance and availability of the scheme is not affected by
the line length, different cycle times of the power oscillations and/or
faults with a slowly decreasing impedance, which may be the case
with conventional Power Swing Detectors. Although the scheme pre-
vent mal-trips due to load encroachment associated with voltage
instability the reach of the distance relay will not be restricted.

Keywords: Distance protection, Power oscillations, Voltage stability,
Transient stability, Zone 3 element, Numerical relays.

I. INTRODUCTION

Undesirable distance relay operation during abnormal power
system conditions have contributed to blackouts worldwide
[1,2,3]. If such mal-operations had been avoided these black-
outs could have been mitigated and in a few cases most likely
completely avoided.

Throughout the years much effort has been used to design
relays which function properly and have a high level of secu-
rity. Nowadays when power systems are deregulated an incor-
rect outage of a transmission line may lead to advantages for
competitors, penalty fees and an (unnecessary) absence of
income. Unreliable relays may lead to situations where grid
owners choose narrow settings for their protection equipment
to avoid unwanted relay operations due to abnormal power
system conditions. In some cases the settings may be such that
relays will not operate for all possible fault conditions. In a
broader perspective this behaviour may be a threat to system
security.

Important events which may be initiated or aggravated by
mal-operating distance relays are voltage instability and
power oscillations. Typical of these abnormal operating con-
ditions is that until the very ultimate phase of collapse the

electrical quantities in the system will change moderately and
rather slow as compared to a short circuit fault. Another fea-
ture is that voltage instability and power oscillations are phase
symmetrical events.

In [4] and [5] new distance relay operation schemes have
been proposed based on these characteristic features. The
schemes use traditional distance relaying in combination with
additional criteria. These criteria are used to distinguish
encroachments of the fault detector zone caused by voltage
instability and power oscillations from encroachment caused
by short circuit faults.

Many relay solutions applied today have their origin in
former technical hardware limitations and thus the possibili-
ties given by new numerical and communication technologies
are not always utilized to their maximum capacity. An exam-
ple is the Power Swing Detector (PSD) based on the transition
time through a blocking impedance area. Often it may be dif-
ficult to give the PSD proper settings because of long line
lengths, the varying cycle time of the power oscillations and
slowly decreasing fault impedances. Consequently this solu-
tion has caused several mal-trips throughout the years [5].
Nevertheless it is still the main method used in numerical dis-
tance relays to prevent mal-trips due to power oscillations. As
numerical and signal processing technologies develop, new
electrical quantities may become relevant as relay inputs. For
example, as the sampling frequency increases the derivative
of electrical quantities may become an attractive relay crite-
rion.

In modern numerical relays a computer software is used to
create the operation scheme of the relay based on mathemati-
cal logic blocks. Additionally the relay operator can choose
between a wide range of relay inputs. Accordingly unique
protection schemes suitable for each user can be obtained.
The distance protection scheme proposed here utilizes the
possibilities given by this new user friendly relay approach
and is a further development of the algorithms introduced in
[4] and [5].
Mattias Jonsson
mattias.jonsson@elteknik.chalmers.se

Department of Electri
c Power Engineering
Chalmers University of Technology
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II. NEW CRITERIA FOR A DISTANCE RELAY SCHEME

The criteria which may be combined with conventional dis-
tance relay methods vary for different types of distance ele-
ments. For phase to ground elements the residual current may
be used. During unsymmetrical phase to phase faults a nega-
tive-sequence current will arise in the system and may there-
fore be a suitable criterion. However phase to phase elements
must also be able to distinguish symmetrical three phase
faults. A criterion associated with a negative- or zero-
sequence current will not achieve this demand and therefore
another method is introduced below.

The fundamental behaviour of the phase angles of the volt-
age and current [6] at the sending end of a transmission line
immediately before and after a three phase short circuit fault
is here briefly studied using the small power system in figure
1. During normal operation the voltage V and current I are
given as in (1) and (2).

Fig. 1. A small transmission system during normal operation.

(1)

(2)

When a three phase fault occurs at node F the voltage and
current can be written as in (3) and (4). The voltage at the
fault location is assumed to be zero when the fault is present. 

(3)

(4)

Immediately before and after the fault the phase angle of the
internal generator voltage may considered to be the same.
Accordingly (1) and (3) show that the phase angle associated
with the voltage V will not change significantly. When the fault

occurs the system impedance as seen at P changes instantane-
ously from a primarily resistive to a primarily reactive imped-
ance. Hence the phase angle associated with the current will
make a substantial change as can be seen from (2) and (4). 

Observe, that these assumptions are not always applicable.
The fault impedance will never be zero for a real short circuit
fault although the approximation is often applied in EHV stud-
ies. Additionally the assumptions made in (1) and (2) are not
true for all line configurations and load conditions. 

Fig. 2. Possible behaviour of the characteristic angle ϕ of the apparent imped-
ance as seen by a distance relay during a three phase short circuit fault.

In case of some specific relations between the pre-fault oper-
ating point, the fault location and the fault impedance the char-
acteristic angle ϕ  of the apparent impedance as seen by a
distance relay may not change during a fault; see figure 2.
Hence the phase angle associated with the current will neither
change. However as the fault impedance usually is formed by a
resistance of a few ohms this behaviour will mainly occur for
fault locations close to the relay. Fortunately the closer the fault
occurs to the line terminal the greater fault current will be aris-
ing from nearby generators. As a result the fault impedance will
also in this case be negligible in many instances [7] and thus the
phase angle associated with the current will change substan-
tially for nearby faults as well.

For relays located at the receiving end of a transmission line
the current usually will switch direction when the fault occurs
and thus the phase angle will change approximately 180
degrees.

Power oscillations and voltage instability are phase symmet-
rical events with fairly long time constants. Accordingly the
derivative of the phase angle of the current can be used as an
additional criterion in a distance relay algorithm to distinguish
symmetrical three phase faults from these abnormal operation
conditions. However, as shown in figure 2 the criterion per-
forms better for increasing fault distances. This means that the
criterion is particularly suitable for zones 2 and 3 distance pro-
tection. To cope with nearby faults in zone 1 when the fault
impedance is not negligible, the criterion may be used in com-
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bination with pilot relaying. Alternatively the criterion may be
applied for the time delayed zones only as power swings and
voltage instability are rarely a major concern for zone 1 ele-
ments. In fact if power swings are so severe that the zone 1 is
entered it may be advisable to trip the circuit breaker and thus
split up the system.

When a three phase fault occurs in case of an open line situa-
tion or a pure reactive load, the phase angle of the current will
not change significantly. However for these operating condi-
tions power oscillations or voltage instability are not a major
concern. Therefore the conventional distance relay method can
be applied to these cases whereas a method based on the deriva-
tive of the phase angle of the current is used for operating con-
ditions associated to power oscillations and voltage instability.
The appropriate choice of the correct method can easily be
determined by adaptive relaying.

Apart from short circuit faults there are other events which
may lead to sudden changes of the phase angle of the current
[5]. Examples of events which may be associated to voltage
instability and power oscillations are load shedding and genera-
tor tripping. Usually the peak value of the derivative of the
phase angle of the current caused by generator tripping and load
shedding are not as large as for three phase faults. However in
order to obtain a high relay security and to assure that the relay
will not mal-operate due to such events some additional criteria
may be used as a supplement to the derivative of the phase
angle of the current. For example, to distinguish load shedding
from three phase short circuit faults the derivative of the volt-
age is a good indicator. Whereas a three phase short circuit fault
will decrease the voltage the opposite is true in case of load
shedding. To avoid any mal-operation due to generator tripping
some communication device may be used to inform the relay
that generator tripping has been performed. Hence when the
operation scheme of the relay is programmed the signal
received from the generator may be used to block undesirable
relay operation. For example; for the scheme in figure 3 which
is introduced in the next section the output from block 3 can be
set to NO for a short time when the relay receives the signal
announcing generator tripping.

Our intention is to introduce a new method to distinguish
symmetrical three phase faults from abnormal operation condi-
tions and explain its fundamental behaviour. Therefore we will
assume zero or negligible fault impedance from now on.

III. A ZONE 3 DISTANCE PROTECTION SCHEME

In figure 3 a scheme for a zone 3 phase to phase relay is pro-
posed. To initiate a trip signal not only the apparent impedance
has to be within the zone 3 of the traditional distance element,
but at least one of three additional criteria has to be fulfilled.

The quantities marked with the subscript Set are assigned a

fixed value by the relay operator. The remaining quantities are
continuously updated by the relay during operation.

Block 1 consists of the conventional zone 3 distance protec-
tion function. When block 1 signals a fault blocks 2, 3 and 4 are
applied to verify that a short circuit fault and not power oscilla-
tions or voltage instability is the reason for the YES signal out
from block 1. Verification is carried out by comparing the fixed
values of the quantities with the values continuously updated.

By studying the negative-sequence current block 2 examines
if an unsymmetrical fault is the reason for the activation of
block 1. If not, final checks are made in blocks 3 and 4 to vali-
date if a symmetrical three phase fault has occurred using the
criteria based on the derivative of the phase angle of the current
and the derivative of the voltage. When the real time value in
block 2 exceeds the fixed value or the real time value in block 3
exceeds the fixed value at the same time as the real time value
in block 4 falls below the fixed value the timer in block 5 is
started.

Fig. 3. Zone 3 scheme for a phase to phase distance element.
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When a phase to phase fault occurs in the protected area
the traditional distance element will be entered. Additionally
the relay will experience at least one of the following events:
a negative-sequence current or a high peak of the derivative of
the current combined with a substantial voltage reduction.
Hence the timer in block 5 will be started and the scheme will
begin to alternate between blocks 6 and 7, waiting for the
main protection to clear the fault. However if the main protec-
tion fails the scheme will send a trip signal when the criterion
in block 7 is fulfilled.

In case the fault is cleared by the main protection the
apparent impedance will leave zone 3. Assume that a power
swing occurs as a consequence of the grid weakening and the
apparent impedance again enters zone 3. This time no high
peak of the derivative associated with the current or negative-
sequence current will arise and accordingly the out signal
from blocks 2 and 3 will be NO. Thus the timer in block 5 is
not started and the scheme will continue to wait for a true
short circuit fault. 

When zone 3 is entered by a slowly decreasing apparent
impedance due to voltage instability the criterion in block 1
will be fulfilled. However the criteria in blocks 2 and 3 will
not be fulfilled as there is no negative sequence current
present in the system. Neither will the derivative of the phase
angle associated with the current possess a value which
exceeds the pre-set value in block 3. The apparent impedance
stays within zone 3 as the scheme continues to wait for a true
short circuit fault. If the voltage instability aggravates load
shedding might be performed as a remedial action. Suppose
that the load shedding generates an unexpected high absolute
peak value of the derivative of the phase angle of the current
so that the criterion in block 3 is fulfilled. Consequently the
out signal from block 3 is YES. However block 4 will prevent
an incorrect start of the timer in block 5 as the peak value of
the derivative caused by the load shedding will have a positive
sign and thus the criterion in block 5 is not fulfilled. As a
result also for this sequence of events the relay scheme will
maintain a high security.

Conventional Power Swing Detectors usually interpret a
fault with a slowly decreasing impedance as a power oscilla-
tion and thus the fault is not cleared. The scheme proposed in
figure 3 will only clear all unsymmetrical faults of this type.
However pure symmetrical faults with a slowly decreasing
impedance are very unlikely to occur.

For applications serving parallel lines further improve-
ments are required for the scheme in figure 3 in order to guar-
antee reliable operation. The main reason for this is that the
derivative of the phase angle of the current as seen by the
relay is strongly dependent on the fault location when a fault
occurs on the parallel line. This phenomenon and its solution
is described in detail in [5].

In the case of a phase to ground element the criterion in
block 2 is replaced by one based on the residual current and
blocks 3 and 4 may be eliminated.

IV. SIMULATION

Simulations have been performed using SIMPOW [8] and a
test system introduced in [5]. The protection scheme in figure
3 is implemented in relays A and B where the traditional dis-
tance elements are of the conventional mho type and zone 3 is
set to cover 230% of the line length. A global low voltage
load shedding scheme is in operation. When the voltage at a
bus in the EHV system decreases to 0.7 pu approximately
50% of the load at the closest load bus is disconnected. The
performance of the scheme in figure 3 is examined with
respect to voltage instability.

Fig. 4. Test system.

Initially the MIDDLE and SOUTH areas are heavily loaded
with large power transports from the MIDDLE area towards
the SOUTH area. In the pre-fault state the power transfer from
bus 3 towards bus 34 is about 2200 MW and from bus 34 to
bus 4 1200 MW. Five seconds after the simulation has started
a permanent symmetrical three phase fault with zero fault
resistance occurs 150 km from bus 34 on Line 1. After 90 ms
the main protection disconnects the faulted line. Consequently
the voltage starts to decrease at bus 3 and bus 34 although the
shunt capacitor at bus 34 is taken into operation 500 ms after
the initiation of the fault; figure 5. About 81 seconds after the
fault occurrence the apparent impedance enters the zone 3 of
the relays A and B; figure 6. In case of traditional distance
relays undesirable operation will occur and consequently the
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whole system will collapse almost instantaneously. However
when the scheme in figure 3 is used the relays will not mal-
operate but the voltage at bus 3 and bus 34 will continue to
decrease. At 95.5 seconds the voltage at bus 34 has reached
0.7 pu and thus 50% of the load at bus 342 is disconnected.
Instantaneously the voltages in the system increase and the
system recovers to a stable operating point.

Fig. 5. The voltages at bus 3 and bus 34.

Fig. 6. RX-diagram for relays A and B.

If the performance of the scheme is further analysed we can
see that when the initial 3 phase fault occurs the zone 3 of
relays A and B is entered; figure 6. At the same time figure 7
shows that the derivative of the phase angle of the current has
a negative peak with a large magnitude. In addition the deriv-
ative of the voltage shows a negative peak; figure 8. Thus the
criteria in blocks 1, 3 and 4 are fulfilled and the timer in block
5 is started. The scheme starts to alternate between blocks 6

and 7, waiting for the main protection to clear the fault. When
the main protection clears the fault the apparent impedance
leaves zone 3. However as the voltages decrease and the reac-
tive power demand increases the zone 3 is again entered at
85.9 seconds. The criterion in block 1 is again fulfilled but
this is not the case for blocks 2 and 3. Hence the relays will
not start their timers but continue to wait for a true short cir-
cuit fault.

Fig. 7. The derivative of the phase angle of the current as seen by relays A 
and B.

Fig. 8. The derivative of the voltage at bus 3.

An increased relay security is achieved by adding block 4.
Assume that a too narrow setting is given to the fixed parame-
ter in block 3. Consequently the peak of the derivative in
figure 7 caused by the load shedding may be treated as a short
circuit fault (output YES from block 3). However block 4 will
prevent a mal-operation as the peak of the derivative of the
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voltage at the time for the load shedding has a positive value;
figure 8.

The load shedding in this case is performed at a very low
voltage level leading to particularly large changes of the elec-
trical quantities. However there is still a significant difference
between the absolute value of the peaks of the derivative of
the phase angle of the current caused by the three phase fault
and by the load shedding respectively. This should be kept in
mind when the reliability aspect of the derivative of the phase
angle of the current as a relay criterion is discussed.

V. CONCLUSIONS

A new distance protection scheme is proposed where the relay
security is increased with respect to traditional distance relay-
ing. The prime reason for increasing the security is to avoid
mal-trips due to voltage instability and power oscillations.
This is achieved by applying certain criteria in combination
with the conventional distance protection function. Unsym-
metrical faults are discriminated from other system distur-
bances by criteria based on symmetrical components.
Symmetrical three phase faults are detected by a combination
of criteria based on the derivative of the phase angle of the
current and the derivative of the voltage. The derivative of the
voltage is used as an extra safety measure to secure correct
relay operation in case of load shedding as a remedial action
during voltage instability.

The line length, different cycle times of the power oscilla-
tions and faults having a slowly decreasing impedance will
not affect the performance and availability of the scheme as
may be the case with conventional Power Swing Detectors.
The scheme also prevents mal-trips due to load encroachment
associated with voltage instability whereas the reach of the
distance relay is not restricted.

The distance protection scheme is based on mathematical
logics blocks. Thus numerical relays applying a user friendly
computer software to create the relay algorithm make it easy
for relay engineers to develop the scheme.
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Abstract— The aim of this paper is to illustrate that

wide area generator speed measurements combined with

Fourier analysis can be used to determine coherent genera-

tor groups.

Studies are based on simulations in a 68 bus test system.

Three test cases are investigated where the new method is

compared to conventional methods based on the generator

speed, modal analysis and phasor angle measurement.

The method introduced in this paper has proven to be an

interesting alternative for generator coherency determina-

tion. It gives almost identical results to the off-line methods

based on the generator speed or modal analysis. Based on

their trustworthiness the test cases indicate that the method

reflects a more accurate coherency than the conventional on-

line method based on phasor angle measurement. Moreover,

compared with on-line applications using modal analysis the

method supports real time applications better according to

its less extensive computational requirements.

Keywords—Fourier analysis, Inter-area oscillations, Power

system oscillations, Transient instability, Wide area protec-

tion.

I. Introduction

IT is well established that unstable or lightly damped
inter-area oscillations in the power system are highly

undesirable as it will give additional stress to equipment
and reduce the power quality. In the Swedish transmission
system the number of inter-area oscillation events has in-
creased significantly during recent years. One reason may
be the deregulation which was initiated in 1996. In a dereg-
ulated system, power flows are decided by the complex mar-
ket arrangements between suppliers and demand and the
system may operate under conditions for which the sys-
tem was not originally designed. Consequently the system
may become more sensitive to power oscillations. This is
especially true for deregulated systems which consist of a
few originally regulated sub-systems. In the Scandinavian
power system larger power flow variations have been ob-
served after deregulation. In 1996 the annual number of
recorded inter-area oscillation events amounted to about
15 while in 2000 this number had increased to more than
300 [1]! In fact, in a few cases, operating conditions have
occurred where the system was close to its limits and on
the brink of a severe disturbance. Note that about 30 %
of the events recorded in 2000 were related to a specific
maintenance job during a limited period of three weeks.
This trend represents a strong incentive for precise and
reliable on-line methods to ensure fast detection and ef-

This work was financially supported by Svenska Kraftnät. M. Jons-
son and J. Daalder are both with Chalmers University of Technology,
Gothenburg, Sweden. E-mail: mattias.jonsson@elteknik.chalmers.se,
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Georgia Institute of Technology, Atlanta, USA. E-mail:
miroslav.begovic@ece.gatech.edu

fective counteraction of events involving inter-area modes.
Furthermore, the fundamental presumption to assure the
most effective corrective actions in case of inter-area events
most often involves a well established generator coherency.

To detect inter-area modes, many different indicators
have been proposed and realized. The most common are
probably the active power and frequency [2] but also the
voltage has been used quite frequently. Moreover different
approaches to determine generator coherency have been
proposed [3] and [4], although most of them address off-line
studies. In [5], [6] and [7] Fourier analysis of the genera-
tor angle and kinetic energy respectively has been used for
off-line studies of power system dynamics. Here a similar
approach is adopted, although we use the speed deviation of
the generators for inter-area detection and generator group-
ing. The speed deviation reflects the energy absorbed or
delivered by the generator and can be used to distinguish
power oscillations, as their fundamental nature is associ-
ated with the energy interaction in the system.

Usually generator coherency methods require fairly ex-
tensive calculations. The method introduced here is sim-
ple and suits applications based on communication and
GPS technology very well. Furthermore the method is ex-
clusively based on the generator speed variation which is
straightforward and has a well established accessibility at
the generator shaft. The method can be used directly as
the main tool to determine generator coherency and for ex-
ample control system separation. Alternatively, it can be
used as a more extensive tool to provide control parameters
for system stabilization equipment such as FACTS or PSS
devices.

In this paper, network simulations which represent illus-
trative examples of inter-area events, are used to demon-
strate and verify the proposed coherency method. To re-
strict the size of the paper three representative cases were
selected. These cases illustrate well all observations from
multiple simulation run. In the paper, the coherency es-
tablished by the proposed method is obtained from time
evolution of the generator speed spectral phase responses,
which reveal grouping patterns by visual inspection. The
method has good potential for quantitative application in
computerized System Protection Schemes.

The work is a continuation of the method briefly intro-
duced in [8].

II. GROUPING OF GENERATORS BY SPEED

MEASUREMENT AND FOURIER ANALYSIS

In (1) δl corresponds to the angle between the generator
stator and rotor flux. Apart from negligible deflections re-
sulting from small load variations the speed deviation ωl



will be zero during normal operation. In case of a distur-
bance the present value of δl will be altered in order to meet
the new system conditions. The transition from the pre-
to the post-disturbance operating point appears as more or
less developed oscillations resulting from the electrical and
mechanical torque deviation. Hence ωl is obviously an au-
thentic reflection of the oscillations present in the system.

δ̇l = ωl (1)

By monitoring the generator speed and applying Fourier
analysis the fundamental speed will be reflected by the zero
frequency spectral component while the speed deviation
can be obtained from the non-zero frequency components.
Moreover by determining the phase of the dominant non-
zero frequency component in time (i.e the dominant oscil-
lation mode present in the system) the swing characteristic
for the machine can be obtained. Furthermore, by compar-
ing the phase of the dominant component for all machines
the generator coherency can then be acquired. The proce-
dure is given by (2) to (7).

The Discrete Fourier Transform (DFT) of the generator
speed in time C is obtained according to (2) [9] where k and
i are integers such that −∞ ≤ k ≤ ∞ and 0 ≤ i ≤ n − 1.
The parameter ω represents the sampled generator speed
signal and h the window function, where h controls the
extension of the part of the speed signal used to calculate
the frequency spectrum associated with the current time
of interest k. In this paper, a rectangular window function
is defined as h[m] = 1 for 0 ≤ m ≤ l − 1 and otherwise
h[m] = 0. The rectangular window shape was selected be-
cause the equal weighting preserves the phase information
of the sustained oscillation modes consistent with inter-
area oscillations. Furthermore, n are the number of equally
spaced spectral components.

C[k, i] =

l−1
∑

m=0

ω[k +m]h[m]e−j
2πim

n (2)

The oscillation modes present in the system are reflected
by the peaks given by the spectra including all non-zero fre-
quency components. Based on (2) we can determine a vec-
tor ck for each time value k (3) which contains the Fourier
coefficients ck,1 . . . ck,i . . . ck,n−1 separated by the spectral
frequency resolution decided by n. These coefficients are
complex and denote both the magnitude and phase of each
oscillation mode. Note that the zero frequency component
is excluded in (3) as it corresponds to the fundamental
speed. Theoretically the spectra are limited to a domain
given by the Nyquist criterium [9]. However, in case of
short sampling intervals the investigated frequency range
should be further restricted to the domain relevant to inter-
area modes.

ck = (ck ,1 , . . . , ck ,i , . . . , ck ,n−1 ) (3)

In order to determine the dominant inter-area mode the
Fourier coefficient with the largest amplitude Ak,dom is

identified as given in (4). The index dom denotes the posi-
tion in ck for the coefficient representing the largest magni-
tude. As indicated above the theoretical pick-up value for
an inter-area mode is immediately above zero. However, to
exclude measurement distortion and frequency deviations
due to load variations a minimum value for an acceptable
(dominant) Fourier coefficient is required. Thus the final
establishment of a dominant inter-area mode is carried out
according to (5) where Apick−up is a pre-defined pick-up
value outside the range of these phenomena. Note that the
dominant mode may change its frequency as a function of
time and can therefore be of a temporary nature.

Ak,dom = max{| ck,1 |, . . . , | ck,i |, . . . , | ck,n−1 |} (4)

ck,dom = ck[dom]↔ Ak ,dom ≥ Apick−up (5)

Once a dominant inter-area mode has been identified the
phase of that mode arg{ck,dom} is determined for the in-
volved system generators 1 . . . l . . . p and a vector is orga-
nized including all these phases (6).

ϕk,dom = (arg{ck ,dom,1}, . . . ,

arg{ck,dom,l}, . . . , arg{ck,dom,p}) (6)

Finally, a phase comparison is performed (7) where one
of the generators’ phase angle is used as the reference angle
ϕref . The generator coherency is then defined by∆ϕk,dom

where generators having (approximately) the same phase
difference with respect to ϕref represent a coherent group.
Here E is a unit vector of length p.

∆ϕk,dom = ϕref ·E− ϕk,dom (7)

For the case studies in Section IV, parameters l and n

were given values corresponding to a window length of 100
s and a spectral frequency resolution of 0.01 Hz. Further-
more, the sampling frequency 20 Hz was used. Note that
before the simulations were started the complete data win-
dow for each machine was initiated with values correspond-
ing to the initial speed value.

III. TEST SYSTEM

The test system used in this paper is the 68 bus NPCC
system which is a reduced order model of the New Eng-
land/New York interconnection about 30 years ago. The
system involves 16 generators where generators G13 to
G16 represent large generator group equivalents. The fre-
quency control is maintained by G1 to G9 while G10 to G16
are operated at a constant mechanical torque. In Fig. 1
the dashed lines indicate the coherent groups as given by
Rogers [10] and the thick lines indicate the weak tie-lines
interconnecting the different regions. System parameters
used for the simulations are based on data given in [10].
Machine data are provided in Appendix I. Furthermore, a
detailed modal analysis for the base case when all system
components are in service, is given in Appendix 2 (Table V,
Base case).
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Fig. 1. Test system.

IV. TEST CASES

Below three test cases are given. The new method based on
Fourier analysis is applied on each case and in addition each
case is investigated by three conventional methods based
on generator speed comparison, generator terminal voltage
angle and modal analysis. Furthermore, modal analysis in-
cluding all relevant inter-machine and inter-area modes for
the pre- and post-disturbance systems is given in Appendix
2. All simulations were performed using the power system
simulation software SIMPOW [11], [12].

A. CASE I

This case is probably the most obvious scenario. Before
the disturbance the system is weakened as the electrical
distance between region E and the remaining system is in-
creased due to the removal of line 8-9. The disturbance con-
sists of a permanent three phase fault located immediately
outside bus 1 on the line between bus 1 and bus 2 which
leads to a permanent disconnection of the faulted line. The
fault occurs after 15 seconds and is cleared within 90 ms.
As the faulted line is tripped region E becomes weakly in-
terconnected to the remaining regions via the line between
buses 1 and 27. As this is by far the longest line present in
the system permanent inter-area oscillations result involv-
ing all generators in the system; Fig. 2.

For this case the behavior of G1 to G9 is quite similar.
The same is true for G10 to G16 although the oscillations
are small for G13-G16 as they are extremely large machines
representing generator equivalents.

Fig. 3 shows that the dominant swing frequency arising
in the system is located in the range of 0.19 Hz. Fur-
thermore, Fig. 4 gives an overview of how the generators
separate into groups based on the phase angle of the dom-
inant Fourier coefficient. By grouping of the angle graphs,
the figure illustrates that G1-G9 swing against G10-G16.
In case of protection applications the generator separation
must be determined fast and reliable. Fig. 4 confirms that
the separation can be seen within about 3 seconds even
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Fig. 2. The speed of all machines.

though the case involves relatively slow oscillations (0.19
Hz). Both generators G10 and G11 stabilize at a phase
angle of around -2π (Fig. 4, lower graph). The generator
group G12 to G16 stabilize at phase angle 0 (Fig. 4, upper-
most graph). As the difference is 2π (360◦) these generators
will swing together as a coherent group. For G2 to G9 the
behavior of the time-frequency spectrum is similar to the
one given for G1 in Fig. 3 and for G11 to G16 the behavior
is similar to Fig. 5.

Fig. 3. The magnitude of the Fourier coefficients for G1 within the
frequency range of inter-area oscillations.

For G1 to G9 the dominant swing frequency can clearly
be distinguished shortly after the initial disturbance. How-
ever, a low magnitude of the speed deviation of the dom-
inant inter-area mode, in combination with damped tran-
sient swings may complicate the discrimination. An exam-
ple is given in Fig. 5 where more time is needed in order
to make a reliable discrimination as compared to Fig. 3.
The magnitude of the damped frequency component in the
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Fig. 4. The phase angles of the 0.19 Hz Fourier coefficients for all
generators. The topmost group involves G12 to G16, the middle
group G1 to G9 and the lowest group G10 and G11.

vicinity of 0.45 Hz is in the same range as the magnitude of
the unstable 0.19 Hz mode for some time after the initial
disturbance (note, the complete attenuation of the 0.45 Hz
mode takes place outside the time range of Fig. 5). In addi-
tion a more or less pronounced damped 0.06 Hz component
is present (outside the frequency range of Fig. 5) for G10
to G16 for some time after the three phase fault. As the
0.06 Hz and 0.45 Hz components have damped characteris-
tics, we exclude them in the coherency analysis. However,
for determination of the corrective measures these modes
should also be considered as they may aggravate if inap-
propriate control actions are deployed. The low frequency
mode (0.06 Hz) may be associated with frequency control.
There are also some inter-machine modes present immedi-
ately after the short circuit fault.
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Fig. 5. The magnitude of the Fourier coefficients for G10 within the
frequency range of inter-area oscillations.

Fig. 6 illustrates the speed of the generators after the
line has been removed. For clarity the machine speeds

are shown when the inter-machine modes are completely
damped out. Grouping of the generators’ speed trajecto-
ries confirms the generator separation as given in Fig. 4.
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Fig. 6. The speed of G1-G16. G1 to G9 are represented by solid
lines, G10 and G11 by dotted lines and G12 to G16 by dashed lines.

The detailed modal analysis for the post-disturbance net-
work configuration is given in Appendix 2, Table VI. There
is one unstable eigenvalue corresponding to the frequency
0.162 Hz. Based on modal analysis Table I shows the con-
tribution to the eigenvector related to the machine speed
normalized with respect to the inertia constant and the
nominal power for this eigenvalue. Referring to the angle
values, Table I indicates the same coherency as Fig. 4.

The results of Fourier analysis on generator speed de-
viation agree well with the generator coherency methods
based on modal analysis or speed comparison. The speed
comparison approach is a simple off-line method involving
data trend examination. For on-line wide area measure-
ments the instantaneous value of the bus angles is normally
used for coherency determination [14]. Coherency is estab-
lished for generators occurring in a given angle interval.
Fig. 7 indicates that generators 1-9 swing together if an
angle interval of (approximately) 10 degrees is accepted as
a criterion for coherency. However, for generator 10-16 an
angle difference of almost 35-40 degrees is present during
the time interval presented in the figure. In fact, accord-
ing to Fig. 7, a few among the machines G10 to G16 seem
to be in close relation to G1-G9 at approximately 78.5 s.
Consequently, the generator coherency based on the instan-
taneous generator voltage angles gives an inferior result as
compared to the results obtained from Fourier analysis on
generator speed deviation (which we propose), modal anal-
ysis and speed comparison.



TABLE I

The contribution to the eigenvector related to the machine speed and

normalized with respect to the inertia constant and the nominal power

for the 0.162 Hz mode.

Generator Magnitude [pu] Angle [DEGREES]

G1 3.24 158

G2 3.30 158

G3 3.26 158

G4 3.28 158

G5 3.22 158

G6 3.26 158

G7 3.26 158

G8 3.12 161

G9 3.12 159

G10 0.784 -1.47

G11 0.865 -3.10

G12 0.844 -0,822

G13 0.861 1.00

G14 1.00 0.401

G15 1.04 -0.126

G16 1.00 0.00
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Fig. 7. The angles of the terminal voltages for G1-G16. G1 to G9
are represented by solid lines and G10 to G16 by dotted lines.

B. CASE II

In this case G2 and G3 becomes weakly connected to the
surrounding system which in turn leads to inter-area os-
cillations. Before the time-domain simulation is started,
the line between bus 5 and bus 6 is taken out of service.
Although a stable loadflow solution is found the system is
unstable already at this point according to the modal anal-
ysis in Appendix 2, Table V. However, to push the system
away from its steady-state solution the system is subjected
to an additional disturbance. The disturbance occurs after
15 seconds and consists of a permanent three phase fault
located immediately outside bus 14 on the line between
bus 13 and bus 14. The three phase fault is cleared within
90 ms as the faulted line is permanently removed by the
line protection. Consequently, inter-area oscillations arise
involving all generators in the system. The dominant inter-
area mode present in this case is in the range of 0.61 Hz;
Fig. 8. The frequency-time spectra for G1-G9, G12 and
G13 are almost identical.

Similar to the previous case multiple inter-machine and
inter-area modes are present immediately after the distur-
bance. Fig. 9 shows the magnitude of the Fourier coeffi-
cients for G15. The figure indicates that there is a mode
in the range of 0.42 Hz present with a magnitude simi-
lar to the undamped 0.61 Hz mode. Although the 0.42
Hz component will attenuate the magnitude of that mode
is in fact larger than the magnitude of the 0.61 Hz mode
immediately after the disturbance. This may delay a dis-
crimination of the most important mode based on local
data exclusively. The frequency-time spectra look similar
for G10, G11, G14, G15 and G16. However, the influence
from the 0.42 Hz mode is by far most significant for G15.
Thus by comparing the magnitudes in Fig. 8 and Fig. 9
the observation can again be made that the discrimination
of the dominant mode is dependent on the extent of the
generator involvement in the dominant inter-area mode.
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Fig. 8. The magnitude of the Fourier coefficients for G2 within the
frequency range of inter-area oscillations.
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Fig. 9. The magnitude of the Fourier coefficients for G15 within the
frequency range of inter-area oscillations.



By grouping the phase angles of the 0.61 Hz Fourier
coefficients associated with the generators’ speed signals,
Fig. 10 indicates that G1-G9 and G11-G14 represent two
generator groups while G10, G15-G16 follow separate
swing trajectories. Referring to the grouping pattern of
the speed trajectories and the angles associated with the
modal analysis, respectively, the coherency in Fig. 10 is
confirmed by the speed plot in Fig. 11 and the modal anal-
ysis in Table II. Table II is given for the unstable eigenvalue
corresponding to the 0.607 Hz mode. Note that the angle
associated with G14 stabilizes close to 2π in Fig. 10. Thus
G14 should be grouped together with G11 to G13 as they
stabilize close to the corresponding angle 0.
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Fig. 10. The phase angles of the 0.61 Hz Fourier coefficients for
all generators. Solid lines are used for G1-G9, dashed lines for G10,
G15-G16, dotted lines for G11-G13 and the dashed dotted line for
G14.
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Fig. 11. The speed of G1-G16. Solid lines corresponds to G1-G9,
dashed lines to G10, G15-G16 and dotted lines to G11-G14.

In this case too, the generator voltage angle seems to be a
dubious indicator of coherency. Herein, the other methods

clearly indicate that G11-G14 swing together. However, in
Fig. 12 the internal angle differences for some of machines
G11-G14 are actually larger than their angle differences
with respect to machines G1-G9 and G15-G16.

TABLE II

The contribution to the eigenvector related to the machine speed and

normalized with respect to the inertia constant and the nominal power

for the 0.607 Hz mode.

Generator Magnitude [pu] Angle [DEGREES]

G1 0.57 132

G2 0.58 138

G3 0.59 142

G4 0.93 139

G5 1.01 142

G6 0.97 139

G7 0.94 139

G8 0.71 154

G9 0.89 146

G10 0.174 56.9

G11 0.22 1.31

G12 0.54 1.85

G13 1.00 0.00

G14 0.19 -3.26

G15 0.05 -114

G16 0.18 -175
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Fig. 12. The angles of the terminal voltages for G1-G16. Solid lines
correspond to G1-G9, dashed lines to G10, G15-G16 and dotted lines
to G11-G14.

C. CASE III

Before the disturbance region B is separated from the rest
of the system as the lines bus 42 - bus 41 and bus 42 -
bus 52 are taken out of service. Thus G16 becomes weakly
interconnected to the remaining system. For this case the
disturbance which occurs after 15 seconds corresponds to
a step load reduction at bus 52 amounting to about 4.5%
of the total bus load. As a result power oscillations occur
where G16 swings against the remaining system.

The most significant mode is located in the vicinity of
0.31 Hz. This is illustrated in Fig. 13. Outside the range
of the figure there are some decaying inter-machine modes
and a damped mode within the range of 0.05 Hz present



immediately after the load reduction. The 0.31 Hz mode is
poorly damped and in fact leads to the loss of synchronism
for G16 after about 300 seconds. Cascading outages result
leading to a total system blackout.
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Fig. 13. The magnitude of the Fourier coefficients for G14 within
the frequency range of inter area oscillations.

The angle values in Table III suggest a coherency where
G1-G14 oscillate against G16. Such a grouping pattern is
further disclosed by the phase angles of the 0.31 Hz coeffi-
cients illustrated in Fig. 14. Note that G14 with an angle
close to -6 rad should be grouped with the generators hav-
ing the corresponding angles 0. The generator separation
revealed by the grouping pattern of speed trajectories in
Fig. 15 also agrees well with the separation indicated by
the previous methods. The terminal voltage angle for the
generators are illustrated in Fig. 16. Disregarded parts of
G14s trajectory also the generator angles indicate a simi-
lar generator coherency as the other methods for this case.
Observe that since G15 is separated from the main system
the generator is not represented in Fig. 14, Fig. 15 and
Fig. 16.

TABLE III

The contribution to the eigenvector related to the machine

speed and normalized with respect to the inertia constant

and the nominal power for the 0.330 Hz mode.

Generator Magnitude [pu] Angle [DEGRESS]

G1 0.11 19.3

G2 0.10 20.9

G3 0.10 18.7

G4 0.11 17.0

G5 0.11 15.1

G6 0.11 15.9

G7 0.11 16.4

G8 0.11 9.63

G9 0.12 14.5

G10 0.09 21.7

G11 0.07 21.3

G12 0.06 51.3

G13 0.07 58.1

G14 1.00 0.00

G15 - -

G16 0.35 166
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Fig. 14. The phase angles of the 0.31 Hz Fourier coefficients for all
generators. Solid lines are used for G1-G14 and G16 is represented
by the dotted line.
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Fig. 15. The speed of G1-G16. Solid lines corresponds to G1-G14
and the dotted line to G16.
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In addition to the 0.330 Hz mode used for the modal
analysis in Table III, Appendix 2 gives the rest of the rele-
vant modes. For example, in the vicinity of 0.05 Hz is the
low frequency 0.042 Hz mode represented.

V. DISCUSSION

Obviously many challenges must be conquered in order to
realize a System Protection Scheme (SPS) based on the
method introduced in this paper. A few of these challenges
are briefly discussed below. At this early stage issues re-
lated to the practical implementation are disregarded and
thus the focus aims at topics associated with the concept
exclusively.

The Digital Signal Processing (DSP) issue is probably
the most crucial part to solve in order to obtain a sat-
isfactory operating scheme. Other important issues in-
volve the geographical structure of the system, wide area
data processing and the counteractive measures. However,
these issues can be solved by fairly conventional solutions,
where for example, GPS based Phasor Measurement Units
(PMUs) represent powerful tools as they can provide time
synchronized wide area speed measurements.

The Digital Signal Processing (DSP) requirements for
a SPS based on the method introduced in this paper can
be divided into three parts; first the detection and veri-
fication of the dominant inter-area mode, then the phase
estimation associated with that mode and finally the sta-
ble/unstable nature of the mode(s). An accurate and fast
distinguishing between unstable and stable modes is of par-
ticular importance in order to obtain successful corrective
actions. Referring to Fig. 5 and Fig. 9, in some cases and
for certain generators more than one mode may initially be
present. Obviously this behavior complicates the detection
process, nevertheless it is also important to successfully re-
solve these cases and distinguish the dominant mode as
quick as possible.

For optimal performance the Fourier coefficients should
be continuously determined with a high frequency resolu-
tion at the same time as they are based on data samples
corresponding to a very short time segment i.e high time
resolution. The nature of these high requirements for the
frequency-time resolution is related to the necessity of an
accurate monitoring of the instant system status as it is
essential for the detection and curative processes. This is
especially true if more than one contingency occurs in a
short time or in the case of emergency situations involving
cascading outages. However, according to the uncertainty
principle [13] a trade-off between frequency and time accu-
racy must always be accepted where the most appropriate
frequency-time relation for the given application should be
selected. Parameters that will influence the selection in-
volve the possibility of inter-area modes close in frequency
and the likelihood for fast subsequent events. As in the
case of lower frequency resolution the ability to identify
adjacent modes will be reduced while the monitoring of
the instantaneous nature of the signal will be deteriorated
when the window length is increased. The frequency-time
relation applied in Section IV denotes a high frequency

accuracy at the expense of the time resolution. Accord-
ing to test simulations a reduced frequency accuracy may
lead to enhanced phase fluctuations and therefore the given
frequency-time relation was selected in order to clearly il-
lustrate the method. However, for practical events involv-
ing changing system configurations the time resolution in
Section IV is most likely insufficient.

The most natural choice of a geographical structure for
the scheme is either the Wide Area Remote or the Wide
Area Central as defined in [14]. Obviously combinations of
these two structures are also applicable. Furthermore, the
corrective measures controlled by the scheme may involve
any conventional curative SPS actions.

The issues discussed above are all addressed in ongoing
work.

In the test cases above, direct comparison of the gen-
erators’ speed was used to visually investigate the genera-
tor coherency. The direct speed comparison is acceptable
for simulation based coherency analysis, where the com-
plete swing trajectories of the machines covering the entire
event are accessible. However, in case of real (time) appli-
cations, coherency methods based on instantaneous group-
ing of the pure speed signals or the rate of change of speed
are less reliable. As the measured speed signal normally in-
volves significant transient distortion immediately after the
disturbance, which may be difficult to reliably remove by
real time filtering. This is also indicated by the three test
cases where the speed plots had to be given a substantial
time after the initial contingency when the (inter-machine)
transients have attenuated in order to obtain a useful illus-
tration. The generator voltage angle also suffers from the
same inadequacy. Consequently, according to the investi-
gation a reliable coherency can be established quicker by
the method introduced here as compared to methods based
on pure speed, rate of change of speed or generator voltage
phasor comparison.

In some test cases there are small variations between the
inter-area modes obtained from the Fourier based method
and the modal analysis. For example, in Case I the Fourier
based method indicates that the dominant mode corre-
sponds to 0.19 Hz while the dominant mode obtained from
the modal analysis is 0.162 Hz. These small deviations are
mainly an effect of the difference between the non-linear
simulation model and the linearized modal analysis model.

VI. CONCLUSIONS

A method suitable for on-line determination of genera-
tor coherency has been introduced. The method is based
on wide area generator speed measurements and Fourier
analysis. Three test cases have been used to illustrate
the performance, where the new concept is compared to
conventional methods based on generator speed compari-
son, modal analysis and phasor angle measurements. In
a broader perspective, the method may be regarded as a
tool to interpret the nature of power system oscillations
following events for which the system was not planned.

For the test cases the method shows promising results as
a tool for generator coherency determination. It gives al-



most identical results if compared with the off-line methods
based on the generator speed and modal analysis. Based
on the confidence in those methods the test cases indicate
that the new concept reflects a more accurate coherency
than the conventional method using the generator voltage
angle. This is especially interesting as the generator angle
probably is todays most common on-line indicator for gen-
erator coherency determination. Taking the transient dis-
tortion immediately after a disturbance into account, the
investigation indicates that the method introduced here,
generates a reliable coherency considerably quicker than
the methods based on pure speed or generator voltage an-
gle measurements. Finally, compared to on-line methods
based on modal analysis the method supports real time
applications better according to its less extensive compu-
tational requirements.
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Appendix I

TABLE IV

Nominal power and inertia constant for the generators in the test system.

Generator Nominal power [MVA] H [MWs/MVA]

G1 1800 2.33

G2 610 4.95

G3 721 4.96

G4 687 4.16

G5 545 4.77

G6 709 4.91

G7 610 4.33

G8 621 3.92

G9 855 4.04

G10 1065 2.91

G11 1406 2.00

G12 1782 5.18

G13 12162 4.08

G14 10000 3.00

G15 10000 3.00

G16 10112 4.45

Appendix II

TABLE V

Oscillation frequency f, real part of the eigenvalue σ and damping ratio ζ extracted from the relevant eigenvalues for the base case and the

pre-fault systems. The total number of states is 82.

Base case Case I Case II Case III

f [Hz] σ [s−1] ζ [pu] f [Hz] σ [s−1] ζ [pu] f [Hz] σ [s−1] ζ [pu] f [Hz] σ [s−1] ζ [pu]

0.050 -0.0486 0.1535 0.050 -0.0482 0.1528 0.051 -0.0533 0.1655 0.053 -0.0519 0.1550

0.418 -0.1792 0.0681 0.405 -0.1370 0.0538 0.415 -0.1471 0.0564 0.332 -0.0116 0.0056

0.555 -0.0923 0.265 0.522 -0.1269 0.0386 0.554 -0.0787 0.0226 0.441 -0.1193 0.0430

0.627 -0.0311 0.0079 0.573 -0.1100 0.0305 0.603 0.0584 -0.0154 0.636 -0.0695 0.0174

0.716 -0.0972 0.0216 0.715 -0.0967 0.0215 0.715 -0.0965 0.0215 0.972 -0.1083 0.0177

0.972 -0.1083 0.0177 0.962 -0.0795 0.0131 0.971 -0.1041 0.0170 0.982 -0.0799 0.0130

0.978 -0.0731 0.0119 0.976 -0.0673 0.0110 0.974 -0.0661 0.0108 1.061 -0.2368 0.0355

1.062 -0.2312 0.0346 1.040 -0.2590 0.0396 1.036 -0.2319 0.0356 1.092 -0.1252 0.0182

1.092 -0.1313 0.0191 1.085 -0.1008 0.0148 1.090 -0.1066 0.0156 1.115 -0.0293 0.0042

1.115 -0.0330 0.0047 1.114 -0.0300 0.0042 1.115 -0.0316 0.0045 1.161 -0.3156 0.0432

1.120 -0.2873 0.0382 1.161 -0.3156 0.0432 1.161 -0.3154 0.0432 1.191 -0.2934 0.0392

1.161 -0.3157 0.0432 1.203 -0.2825 0.0374 1.193 -0.3111 0.0415 1.335 -0.0617 0.0074

1.347 -0.0828 0.0098 1.346 -0.0786 0.0093 1.333 -0.0551 0.0066 1.376 -0.4003 0.0463

1.376 -0.4003 0.0463 1.376 -0.4003 0.0463 1.377 -0.4025 0.0465 1.409 -0.3257 0.0368

1.409 -0.3251 0.0367 1.409 -0.3246 0.0366 1.409 -0.3259 0.0368 1.718 -0.4635 0.0429

1.720 -0.4620 0.0427 1.710 -0.4528 0.0421 1.716 -0.4621 0.0428 - - -

TABLE VI

Oscillation frequency f, real part of the eigenvalue σ and damping ratio ζ extracted from the relevant eigenvalues for the post-fault systems. The

total number of states is 82.

Case I Case II Case III

f [Hz] σ [s−1] ζ [pu] f [Hz] σ [s−1] ζ [pu] f [Hz] σ [s−1] ζ [pu]

0.057 -0.0905 0.2449 0.050 -0.0519 0.1624 0.042 -0.0302 0.1145

0.162 0.0617 -0.0606 0.415 -0.1513 0.0579 0.330 -0.0072 0.0035

0.457 -0.2254 0.0783 0.554 -0.0830 0.0238 0.440 -0.1194 0.0431

0.563 -0.1028 0.0290 0.607 0.0400 -0.0105 0.636 -0.0695 0.0174

0.715 -0.0957 0.0213 0.715 -0.0967 0.0215 0.972 -0.1083 0.0177

0.963 -0.1063 0.0176 0.871 -0.0990 0.0181 0.982 -0.0799 0.0130

0.968 -0.0522 0.0086 0.973 -0.1177 0.0192 1.061 -0.2368 0.0355

1.038 -0.2546 0.0390 0.981 -0.0631 0.0102 1.092 -0.1252 0.0182

1.088 -0.0863 0.0126 1.086 -0.0951 0.0139 1.115 -0.0293 0.0042

1.124 -0.0945 0.0134 1.110 -0.0296 0.0042 1.161 -0.3156 0.0432

1.160 -0.3070 0.0421 1.159 -0.3068 0.0421 1.191 -0.2934 0.0392

1.201 -0.2818 0.0373 1.198 -0.2792 0.0371 1.335 -0.0617 0.0074

1.337 -0.0460 0.0055 1.341 -0.0527 0.0063 1.376 -0.4003 0.0463

1.377 -0.4025 0.0465 1.375 -0.4011 0.0464 1.409 -0.3257 0.0368

1.414 -0.3082 0.0347 1.414 -0.3066 0.0345 1.718 -0.4635 0.0429

1.682 -0.4430 0.0419 1.716 -0.4622 0.0428 - - -
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A SYSTEM PROTECTION SCHEME CONCEPT

TO COUNTER INTER-AREA OSCILLATIONS

Mattias Jonsson, Student member IEEE, Jaap Daalder and Miroslav Begovic, Senior member IEEE

Abstract— This paper introduces a concept of a genera-
tor coherency based System Protection Scheme, addressing
inter-area oscillation events. The scheme uses wide area gen-
erator speed measurements combined with DFT analysis to
determine coherency.
A test case simulated in the NPCC 68 bus system is used

to introduce the scheme’s operating principle. The test case
is also used to investigate the scheme suitability for different
well established DSP methods. Further aspects as evolving-
/sliding window functions, window size and frequency reso-
lution are analyzed.
For the detection of inter-area modes, parametric DSP

methods turned out to be the most feasible. In general
evolving windows are faster than sliding windows. How-
ever, evolving windows require a trigger and were therefore
rejected for the design proposed here. A lower frequency
resolution may shorten the response time at the expense of
the quality of the estimates of the instantaneous speed de-
viation and the generator coherency. The design proposed
here is based on a high frequency resolution at the cost of a
lower respond time.

Keywords—Coherency determination, DFT analysis, DSP,
Inter-area oscillations, System Protection Scheme, Tran-
sient instability, Wide Area Protection.

I. Introduction

OPERATING limits of electrical bulk power systems
are continuously stretched due to environmental con-

straints and deregulation. Different types of power system
instability are the immediate threat to power systems. In
early years transient stability was the main issue while volt-
age stability has become important during the last 20 years.
Many applications have been developed in order to master
voltage stability and to some extent it may be argued that
transient stability was given less priority. However, in the
Swedish transmission system and likely due to deregula-
tion, the annual number of inter-area events has increased
significantly during recent years. In 1996 the annual rate of
recorded inter-area oscillation events was about 15 while in
2000 the rate had increased to more than 300 [1]! In fact, in
a few cases, operating conditions have occurred where the
system was close to its limits (it should be noted that about
30 % of the events recorded in 2000 were related to one spe-
cific maintenance job lasting three weeks). As an example,
a very serious condition occurred during the evening of New
Years Day in 1997. An earth fault on a 400 kV busbar in
the South-West part of Sweden combined with an unusual
pre-fault loading condition resulted in serious power oscilla-
tions (maximum 1100 MW peak to peak) which in its turn

This work was financially supported by Svenska Kraftnät. M. Jons-
son and J. Daalder are both with Chalmers University of Technology,
Gothenburg, Sweden. E-mail: mattias.jonsson@elteknik.chalmers.se,
jaap.daalder@elteknik.chalmers.se. M. Begovic is with
Georgia Institute of Technology, Atlanta, USA. E-mail:
miroslav.begovic@ece.gatech.edu

led to the loss of a nuclear plant (1700 MW). The system
was on the brink of a blackout [2]. The increasing number
of power oscillations encourage strong incentives for pre-
cise and reliable on-line methods to ensure fast detection
and effective counteraction of events involving inter-area
modes. Moreover, the fundamental presumption to ensure
the most effective corrective actions in case of inter-area
events is a well established generator coherency.

System Protection Schemes (SPS) are attractive can-
didates to improve system performance due to their en-
vironmentally friendly character and relatively low cost
compared to building new power plants and transmission
lines. Recently developed communication and computer
based technologies have significantly enhanced the poten-
tials given by SPS.

In [3] a new method for generator coherency determi-
nation was introduced which supports SPS applications
very well. According to the investigation carried out in
[3] the new method defines a more reliable coherency than
for example generator angle monitoring. In addition, the
investigation indicated that the new method establishes the
coherency faster than conventional angle monitoring as it
is less sensitive to transient distortion. In this paper some
conceptional solutions for this method are introduced. The
Digital Signal Processing (DSP) issue is probably the most
crucial part in order to obtain a reliable scheme based on
the new method. Another important aspect is the tech-
nique used for the instantaneous speed (frequency) mea-
surement. Extensive work has been reported in this area,
where any opportune technique processing reliable low fre-
quency estimates can be used for the scheme. Examples of
methods used for frequency estimation in power networks
are polynomial DFT and tracking of zero crossings. These
and additional methods are further described in [4] and [5].
Further important issues involve the geographical structure
of the scheme, wide area data processing and the counter-
active measures. These issues can be solved by fairly con-
ventional solutions, where for example, GPS based Phasor
Measurement Units (PMUs) are powerful tools as they are
a good example of the equipment that can provide time
synchronized wide area speed measurements. In addition
they posses the capability to perform extended data pro-
cessing which make them attractive for this application.
However, the main focus in this paper is on the DSP part
as it represents the main issue for a practical realization of
the scheme.



II. GROUPING OF GENERATORS BY SPEED

MEASUREMENT AND DFT ANALYSIS

In (1) δl corresponds to the angle between the generator
stator and rotor flux. Apart from negligible deflections re-
sulting from small load variations the speed deviation ωl

will be zero during normal operation. In case of a distur-
bance the present value of δl will be altered in order to meet
the new system conditions. The transition from the pre-
to the post-disturbance operating point appears as more or
less developed oscillations resulting from the electrical and
mechanical torque deviation. Hence ωl is obviously an au-
thentic reflection of the oscillations present in the system.

δ̇l = ωl (1)

By monitoring the generator speed and applying Dis-
crete Fourier Transform (DFT) analysis the fundamental
speed will be reflected by the zero frequency spectral com-
ponent while the speed deviation can be obtained from the
non-zero frequency components. Moreover by determining
the phase of the dominant non-zero frequency component
in time (i.e the dominant oscillation mode present in the
system) the swing characteristic for the machine can be ob-
tained. Furthermore, by comparing the phase of the dom-
inant component for all machines the generator coherency
can then be acquired. The procedure is given by (2) to (7).

The DFT of the generator speed in time C is obtained
according to (2) [6] where k and i are integers such that
−∞ ≤ k ≤ ∞ and 0 ≤ i ≤ n − 1. The parameter ω
represents the sampled generator speed signal and h the
window function, where h controls the extension of the part
of the speed signal used to calculate the frequency spectrum
associated with the current time of interest k. In this paper
a rectangular window function is adopted defined as h[m] =
1 for 0 ≤ m ≤ l − 1 and otherwise h[m] = 0. Furthermore,
n are the number of equally spaced spectral components.

C[k, i] =
l−1
∑

m=0

ω[k +m]h[m]e−j 2πim
n (2)

The oscillation modes present in the system are reflected
by the peaks given by the spectra including all non-zero
frequency components. Based on (2) we can determine a
vector ck for each time value k (3) which contains the DFT
coefficients ck,1 . . . ck,i . . . ck,n−1 separated by the spectral
frequency resolution decided by n. These coefficients are
complex and denote both the magnitude and phase of each
oscillation mode. Note that the zero frequency component
is excluded in (3) as it corresponds to the fundamental
speed. Theoretically the spectra are limited to a domain
given by the Nyquist criterium [6]. However, in case of
short sampling intervals the investigated frequency range
should be further restricted to the domain relevant to inter-
area modes.

ck = (ck ,1 , . . . , ck ,i , . . . , ck ,n−1 ) (3)

In order to determine the dominant inter-area mode the
DFT coefficient with the largest amplitude Ak,dom is iden-

tified as given in (4). The index dom corresponds to the
position in ck for the DFT coefficient representing the
largest magnitude. As indicated above the theoretical pick-
up value for an inter-area mode is immediately above zero.
However, to exclude measurement distortion and frequency
deviations due to load variations a minimum value for an
acceptable (dominant) DFT coefficient is required. Thus
the final establishment of a dominant inter-area mode is
carried out according to (5) where Apick−up is a pre-defined
pick-up value outside the range of these phenomena. Note
that the dominant mode may change its frequency as a
function of time and can therefore be of a temporary na-
ture.

Ak,dom = max{| ck,1 |, . . . , | ck,i |, . . . , | ck,n−1 |} (4)

ck,dom = ck[dom]↔ Ak ,dom ≥ Apick−up (5)

Once a dominant inter-area mode has been identified the
phase of that mode arg{ck,dom} is determined for the in-
volved system generators 1 . . . l . . . p and a vector is orga-
nized including all these phases (6).

ϕk,dom = (arg{ck ,dom,1}, . . . ,

arg{ck,dom,l}, . . . , arg{ck,dom,p}) (6)

Finally, a phase comparison is performed (7) where one
of the generators’ phase angle is used as the reference angle
ϕref . The generator coherency is then defined by∆ϕk,dom

where generators having (approximately) the same phase
difference with respect to ϕref represent a coherent group.
Here E is a unit vector of length p.

∆ϕk,dom = ϕref ·E− ϕk,dom (7)

III. STRUCTURE OF THE ON-LINE

GENERATOR COHERENCY GROUPING

SCHEME

In this section some structural aspects of the practical re-
alization of the on-line scheme are discussed. However, the
scheme is still at an early stage of development, and there-
fore it should be noted that the case study presented in
the next sections is based on post-processing following a
disturbance applied on a network simulation.

The most natural choice of structure for the scheme is
either the Wide Area Remote or Wide Area Central as
defined in [7] and illustrated in Fig.1. Obviously combina-
tions of these two structures are also applicable, although
in this report we will address the Wide Area Central struc-
ture. In order to obtain the desired performance for any
type of high performing wide area protection or monitor-
ing system, GPS based PMUs represent powerful tools as
they are a good example of equipment that can provide
time synchronized wide area speed (frequency) measure-
ments. In addition they can easily be extended to provide
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Fig. 1. Wide Area Central and Wide Area Remote structures. In case
of the Wide Area Central structure data acquisition, data processing
and orders for corrective actions are all carried out centrally. For the
Wide Area Remote structure all these actions involve a number of
remote stations exclusively.

DFT calculations. Obviously also other equipment provid-
ing synchronized speed measurement and data processing
may be used for the scheme.

The choice of generators used as sensor locations for this
type of scheme is obviously much dependent on the ar-
chitecture of the power system. However, for any system
configuration it may be suitable to locate the data acqui-
sition units at a few ”pilot generators” in order to obtain
the overall system behavior at minimum cost and an ap-
propriate level of reliability. For lightly meshed systems
with localised centres of generation and demand an oppor-
tune location of the units is most often straightforward.
However, in case of densely meshed systems with dispersed
generation and demand an optimal localization may require
extensive contemplation. In [8] and [9] methods have been
developed to secure optimal sensor/PMU location.

For the Wide Area Central design illustrated in Fig.2,
synchronized speed measurement is performed at the pilot
generators. Based on the speed measurement the DFT co-
efficients are calculated locally and continuously sent to the
central location. A vital aspect for the practical implemen-
tation is that the speed measurements must be obtained us-
ing identical algorithms for all remote measurement units.
This is to ensure consistent real-time synchronized speed
measurement response during transients. At the central lo-
cation the DFT coefficients are used to identify any dom-
inant mode (4)-(5). In case the central data processing
detects an inter-area mode, the generator coherency (7)
for that mode is determined and the appropriate orders for
corrective measures are sent to the relevant remote loca-
tions.

Typically the curative measures initiated by the scheme
may involve load shedding, generator rejection, system sep-
aration and activation of different FACTS devices. Load
shedding, generator shedding and system separation are
fast and extensive actions which typically are used as (ul-
timate) measures to prevent loss of synchronism. Actions
involving FACTS devices are mainly used to accelerate the
damping of stable modes but obviously they also contribute
to the avoidance of loss of synchronism.

Time synchronized
speed measurement
at pilot generators

Send the time tagged
DFT coefficients (3)
to the central location

-

Calculate DFT
coefficients (2)

for each generator

Launch  the
corrective actions

Any dominant
inter area mode

present?
Eq. (4)-(5)

YESNO

Determine the
appropriate

corrective measures

Send orders for the
corrective actions

to involved locations

ased on
the dominant
mode (6) (7)

Determine the
generator
coherency
b

-CENTRAL LOCATION

REMOTE

LOCATIONS

Fig. 2. The block diagram of the scheme paradigm for the Wide Area
Central structure. Note that the large box denoted ”Remote Loca-
tions” in practise represent multiple remote locations as illustrated
in Fig.1.

IV. TEST SYSTEM

The test system used here is the 68 bus NPCC network
which represents a reduced order model of the New Eng-
land/New York interconnection about 30 years ago. The
system involves 16 generators where generators G13 to G16
represent large generator group equivalents. The frequency
control is maintained by G1 to G9 while G10 to G16 are op-
erated at a constant mechanical torque. In Fig.3 the dashed
lines indicate the coherent groups as given by Rogers [10]
and the thick lines indicate the weak tie-lines interconnect-
ing the different regions. System parameters used for the
simulations are based on data given in [10].
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Fig. 3. Test system topology.



V. TEST CASE

Prior to the disturbance all system devices are in oper-
ation. Fifteen seconds after the simulation is started a
permanent three phase fault occurs on the line indicated
in Fig.3. The line is permanently removed and undamped
inter-area oscillations in the range of 0.23 Hz arise as region
A becomes weakly interconnected to the remaining regions
(Fig.4, Fig.5 and Fig.6).
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Fig. 5. The speed of G14.

In addition to the undamped inter-area mode two
damped modes are present for some time after the dis-
turbance. For generators (e.g G14) which are strongly
involved in the undamped mode these additional swing
frequencies will have a minor effect on the detection of
the dominant mode. However, for generators less involved
these additional inter-area frequencies may slightly com-
plicate the distinction between the damped and undamped
modes. An example is given in Fig.7 where the magnitude
of the DFT coefficients for G5 is illustrated. As can be
observed from the figure a reliable discrimination of the
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Fig. 6. The magnitude of the DFT coefficients for G14 within the
frequency range of inter-area oscillations.

unstable 0.23 Hz mode may require some additional time
as compared to the example given in Fig.6. Nevertheless
when the damped modes have attenuated the dominant
unstable mode can easily be discriminated.

Fig. 7. The magnitude of the DFT coefficients for G5 within the
frequency range of inter-area oscillations.

By grouping of the angle graphs Fig.8 illustrates that
G14 swings against all other generators. Fig.6, Fig.7 and
Fig.8 are all based on a sampling frequency of 20 Hz and a
sliding window function corresponding to a time segment
of 100 s.

VI. DIGITAL SIGNAL PROCESSING METHODS

FOR THE GENERATOR COHERENCY

DETERMINATION

The Digital Signal Processing (DSP) requirements for the
generator grouping scheme introduced in this paper can be
divided into three parts; first the detection and verification
of the dominant inter-area mode, then the phase estimation
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Fig. 8. The phase angles of the 0.23 Hz DFT coefficients for all
generators in the case of frequency resolution 0.01 Hz. The dashed
line corresponds to G14 while solid lines are used for the remaining
generators.

associated with that mode and finally the stable/unstable
nature of the mode(s). An accurate and fast distinction
between unstable and stable modes is of particular impor-
tance in order to obtain successful corrective actions. In
some cases and for certain generators more than one mode
may initially be present as Fig.7 demonstrates. Obviously
this behavior complicates the detection process, neverthe-
less it is important to successfully resolve these cases and
distinguish the dominant mode as quick as possible.

For optimal performance the DFT coefficients should be
continuously determined with a high frequency resolution
based on data samples corresponding to a very short time
segment i.e a high time resolution. The nature of these high
requirements for the frequency-time resolution is related to
the necessity of an accurate monitoring of the instant sys-
tem status as this is essential for the detection and the
curative process. However, according to the uncertainty
principle [12] a trade-off between frequency and time reso-
lution must always be accepted.

The simulation in Section V indicates that a long sliding
window function (i.e each window corresponds to a data
segment involving a long time period) with its detailed fre-
quency resolution is appropriate for the phase calculation
and also for the visual discrimination of a dominant fre-
quency mode. However in order to track mode shifts and
obtain the stable/unstable nature of the modes (or in case
the frequency estimates are used as control parameters) the
time resolution engendered by a long window function may
be insufficient. Still for discernment of adjacent multiple
modes a high frequency resolution is required, as a poor fre-
quency resolution may lead to a shift of the resulting spec-
tral peak(s). A number of conventional methods provided
in the MATLAB SIGNAL PROCESSING TOOLBOX have
been tested for the detection of the dominant inter-area
mode using different window functions. The methods in-
volve classical FFT, non-parametric, parametric and sub-

space based methods. Additionally a couple of adaptive
filter algorithms have also been examined. Apart from Es-
prit [13] and Pisarenko [13] all other methods are described
in MATLAB HELP [14] where further references also are
provided.

For the evaluation of the different methods the speed
signal of G14 was chosen; Fig.5. The signal contains fea-
tures that the speed signal typically may involve in case
of inter-area modes. For example, damped low frequency
transients associated with the frequency control and the
obvious undamped inter-area oscillations.

In accordance with realized Wide Area Protection ap-
plications [7] 20 Hz was used as the sampling frequency.
Different sampling frequencies have been tested, showing
negligible improvement of the performance. Two main
types of rectangular window functions were used for the
investigation; the sliding function, where a fixed number
of time samples are windowed and supplied to the DSP
algorithm and the evolving function, where an increasing
number of time samples are supplied to the DSP algorithm.
The sliding window function is continuously in operation
independently of the present power system status while the
evolving window function is started in the case of a possible
disturbance only. Furthermore the sliding window func-
tions were shifted two samples at the time and thus the
frequency components were updated every 100 ms while
the evolving functions were updated for each sample.

The definition of detection is here that the dominant fre-
quency component must posses a value at least 5% above
the second largest component in order to be detectable.
However cases where there are two or three adjacent com-
ponents which are closely tied together and strongly de-
viating from the remaining modes have also been treated
as detectable at the point where all the immediate modes
posses a value larger than 105% of the mode with the next
largest magnitude. Moreover and in order to obtain a re-
liable detection the pick-up value must maintain the 5%
margin with respect to the other modes for a time delay
corresponding to 300 ms. Initially a time delay of 100 ms
was applied, however occasional peaks for some methods in
the initial transient stage led to an unreliable detection pro-
cess for this time delay. In case the margin is lost before the
time delay has expired, the timer associated with the pick-
up value is reset. Initially a frequency resolution of 0.01 Hz
was adopted for all methods. The detection times for the
different methods are summarized in Table.I. Also a slid-
ing window function corresponding to a data segment of 1 s
was applied on each method, without useful results though.
The most encouraging results were obtained for the para-
metric methods where the covariance method showed the
best performance.

The main concern in the case of parametric methods is
the requirement of appropriate system modelling. Here an
extensive number of model orders were tested involving or-
ders of 1 to 200. The same test range was also used for sub-
space based methods. The values presented in Table.I all
correspond to the model order or subspace dimension giv-
ing the best performance for the associated method. Unex-



pectedly many methods worked best for fairly large orders
and dimensions.

Sliding window functions using a short data segment
proved to be less reliable according to their ”peaky” char-
acter, although they sometimes provide faster detection.
In case of sliding window functions the computational re-
quirements for the subspace based methods were in general
more extensive than for the remaining methods.

TABLE I

Detection times, tdata segment, in the case of frequency resolution 0.01

Hz for window functions corresponding to data segments of 100 s, 50 s,

10 s and 5 s, respectively. In addition the detection times, tevol, for

evolving functions are also presented. Note that the detection time

corresponds to the simulation running time at the moment of detection.

For ”-” no successful detection was obtained.

Method t100 t50 t10 t5 tevol
[s] [s] [s] [s] [s]

FFT 36.6 36.6 - - 36.2

Chirp 37.1 37.1 - - 36.7

Periodogram 32.3 32.3 - - 29.9

Welch 32.5 34.2 - - 33.1

Multitaper 32.4 32.4 - - -

Yule-Walker 26.0 26.0 25.9 - 25.6

Burg 25.3 25.3 23.0 - 23.9

Covariance 23.5 23.5 23.9 22.9 20.4

Modified Covariance 24.8 24.8 24.6 22.0 21.3

Peig 23.8 23.8 23.4 - 22.3

MUSIC 42.5 35.4 - - 22.4

Pisarenko - - - - -

Steiglitz-McBride 27.2 25.3 23.6 - 22.6

Prony 105.8 55.8 23.4 - 23.0

Esprit 42.5 42.8 45.0 - 42.7

Adaptive filters are self-learning applications whose fil-
ter coefficients adjust themselves in order to obtain opti-
mal performance. Here the linear prediction sample by
sample method was applied and the adaptive filters exam-
ined involve a Kalman algorithm, a Recursive Least Square
(RLS) algorithm and several Least Mean Squares (LMS)
algorithms [14]. To obtain the foremost filter performance
extensive parameter tuning was performed in order to en-
circle the appropriate parameter values. One observation
made indicated that the adaptive filters generated very
broad spectra in case of high sampling frequency. Thus
to facilitate the detection process the sampling frequency
was reduced from 20 Hz to 2 Hz.

The shortest detection times obtained for the frequency
resolutions 0.01 Hz and 0.1 Hz are presented in Table.II
(the 0.1 Hz resolution is further discussed in section IX).
Generally the adaptive filters perform worse than para-
metric methods but similar or slightly worse than non-
parametric methods. In general the foremost performance
is obtained for a certain model order and is unimproved
although the model order is increased. Thus the model
orders given in Table.II correspond to the lowest possible
model order supporting the presented detection times.

In the case of the RLS method and frequency resolu-
tion 0.01 Hz the forgetting factor 0.9 gave the best perfor-
mance while the forgetting factor value 1 (infinite memory)
turned out to be best for the 0.1 Hz resolution. Moreover
the results given for the Kalman filter is obtained for the

measurement noise variance 0.2 and the process noise co-
variance 0.01.

TABLE II

Detection times, tdet, in case of frequency resolutions 0.1 Hz and 0.01

Hz for adaptive filter algorithms. For the 0.01 Hz resolution only the

pick-up of the 0.23 Hz mode is given while the pick-ups for both the 0.2

Hz and 0.3 Hz (within brackets) modes are given for the 0.1 Hz

resolution. Note that the detection time corresponds to the simulation

running time at the moment of the detection and that ”-” corresponds

to no pick-up or absence of associated parameter use.

Method Model Step tdet tdet
order size [s] [s]

0.1 Hz res./ 0.1 Hz 0.01 Hz
0.01 Hz res. res. res.

LMS 15/53 0.05 21.5(18.5) 44.5

Normalized
LMS

8/78 5 · 10−5 -(20.0) 55.5

Sign-data
LMS

11/41 0.05 21.0(18.0) 36.0

Sign-error
LMS

10/40 0.005 21.5(18.5) 38.0

Sign-sign
LMS

10/48 5 · 10−5 21.0(18.0) 41.0

RLS 15/40 - 21.5(18.5) 38.0

Kalman 13/53 - 21.5(18.5) 42.5

VII. OPERATING SCHEME FOR GENERATOR

COHERENCY DETERMINATION

Referring to the investigation above no method alone suc-
ceeded to provide a satisfactory time-frequency resolution.
The adopted frequency resolution was adequate while the
resulting time resolution was insufficient. The most promis-
ing phase estimations were obtained for long sliding win-
dow functions; compare Fig.8, Fig.11, Fig.12 and Fig.13.
However by using the long window function the instanta-
neous behavior of the speed deviation is unrevealed. This
is unacceptable both for the verification of the dominant
mode and also for the understanding of its unstable/stable
nature. Thus an approach involving three different window
functions is proposed. First the window function associated
with the detection and verification of the dominant mode,
then the long window function used for the coherency de-
termination and finally the sliding Fast Fourier Transform
(FFT) window with a length corresponding to the dom-
inant mode and used to track the instantaneous nature
of the dominant mode. The proposed algorithm for the
DSP process at the central location in Fig.2 is illustrated
in Fig.9. Apart from the framed sections which involve data
from all generators the algorithm should be continuously
executed for all generators in parallel.

The algorithm is continuously supplied with the most
recent updates of the coefficients ck,1, . . . , ck,i, . . . , ck,n−1

reflecting the speed deviation. First the algo-
rithm distinguishes any dominant mode in the section
SEARCH FOR DOMINANT MODE. This task is carried
out by identifying the mode with the largest magnitude
ck,dom and then evaluating if ck,dom has a magnitude which
is Kpick−up times larger than the mode occupying the sec-
ond largest magnitude. In Fig.9 the magnitude of ck,dom



Fig. 9. The generic code for the DSP process at the Central location
in Fig.2.

is denoted Ak,dom. To avoid pick-up due to measure-
ment distortion or load variations an additional verification
of Ak,dom is carried out with respect to Apick−up where
Apick−up is defined in Section II. When the criteria are ful-
filled the pick-up timer is started at the instant tstart,up

and in case Ak,dom remains above the pick-up values dur-
ing a time period of tdelay,up the algorithm concludes that
a dominant mode is present for the addressed generator
(see CONFIRM DOMINANT MODE). In case a dominant
mode is detected for one generator a verification is required
with respect to the remaining generators, i.e the mode must
be present for a minimum number of machines before the
dominant mode can be completely established (and the al-
gorithm can proceed to DOMINANT MODE PRESENT).
Typically a short sliding window together with a paramet-
ric method can be used for the detection of the dominant
mode. The parameter tk corresponds to the current run-
ning time. Note that all quantities with the subscript k
are continuously updated as the real-time data reach the
algorithm.

When the dominant mode has been identified three
parallel processes must be carried out as given in the
section DOMINANT MODE PRESENT. Those processes

embrace the coherency determination based on the domi-
nant mode (6)-(7), the knowledge of the instantaneous be-
havior of the dominant mode (the FFT window) and the
long term verification of the dominant mode (controlled by
the while statement and the DROP DOWN TIMER).

In order to obtain the instantaneous nature of the mag-
nitude of the inter-area mode the speed deviation is band-
pass filtered and then a sliding FFT window applying the
dominant mode ck,dom as its fundamental is started. Ob-
viously this window cannot be started until the dominant
mode is distinguished. However, once this is accomplished
the most recent data segment corresponding to that fun-
damental mode is used to obtain the instantaneous behav-
ior. To establish the stable/unstable nature of the cur-
rent mode the rate of change of the fundamental mode
of the FFT window d|cFUNDAMENTAL,FFT WINDOW |/dt
is determined. In case the rate of change is positive the
magnitude of the mode is of an increasing nature and the
mode is unstable while for a negative rate of change the
mode is damped. Strictly theoretical the approach based
on the FFT window to obtain the instantaneous behavior
of the mode is dubious as by definition the FFT method is
valid for stationary signals only. However, the method has
proven to be applicable also here and was therefore cus-
tomized. Alternatively, in the case of limited confidence
in the FFT method, the method can be replaced by an
integrator determining the RMS value based on the data
segment corresponding to the cycle time of the dominant
mode ck,dom.

In case the speed deviation is unfiltered the low frequency
modes will affect the determination associated with the in-
stantaneous behavior of the signal. This is true both for the
FFT and the RMS methods. For example, for the speed de-
viation of G14 the frequency components below 0.1 Hz will
significantly reduce the availability of the methods while in
the case of the filtered signal the performance is completely
satisfactory. Fig.10 illustrates the instantaneous behavior
of the test signal generated by the adapted FFT window
function and the RMS computation, respectively. Here a
Chebyshev Infinite Impulse Response filter of order 10 was
used for the bandpass filtering.

Based on data from all generators the coherency deter-
mination is performed in the lower box in Fig.9. First
the phase estimation (6) is carried out for each genera-
tor’s speed signal based on a long sliding window function
applying conventional Fast Fourier Transform. Then the
coherency is established according to (7) and as a next
step the curative actions are determined based on both the
coherency and the stable/unstable nature of the mode.

In addition to the two processes described above a con-
tinuous verification of the dominant mode must be per-
formed in order to assure the appropriate input modes to
the two other processes. The verification is based on the
same window function as the detection. In Fig.9 this ver-
ification is accomplished by the logic while statement and
the DROP DOWN TIMER. The dominant mode is con-
tinuously monitored to confirm its superior status. In or-
der to give up its supervising function the mode must re-



main below any of the levels Kpick−up times the second
largest mode or Apick−up during a time period of at least
tdelay,down. In addition a continuous mode verification with
respect to the other generators is executed which also can
dismiss the dominant mode.

Here we have chosen separate timers for the pick-up and
drop down of the dominate mode. The background for this
approach is to ensure the drop down of the present mode
before the pick-up of the new mode in case of gradual mode
shifts. However, only one timer may be applied for this pro-
cess; i.e immediately after the drop down of one dominant
mode and in case of a new mode that is Kpick−up larger
than the second largest mode, the new dominant mode is
immediately established as a dominant mode. The new
dominant mode will then immediately be used to establish
generator coherency and corrective actions. Practically this
is a matter of design where the most appropriate approach
for the given implementation should be adopted.

For the evaluation of the different DSP methods in Sec-
tion VI, Kpick−up and tdelay,up were given the values 1.05
and 300 ms, respectively. Furthermore, for the generic code
given in Fig.9 strictly one mode must contain a value larger
than Kpick−up times the magnitude of all the remaining
modes during the whole process. Alternatively, at least
one but up to two or three adjacent modes which all clearly
deviate from the other remaining modes may also be an ap-
propriate indicator of a dominant mode as the oscillation
may arise as multiple adjacent modes due to leakage. Simu-
lations have indicated that the phase of the adjacent modes
are similar and thus any of the adjacent modes is feasible
for the generator grouping. Thus in case of an approach
accepting two adjacent modes, any mode may be used for
the phase calculation where the mode occupying the largest
magnitude is probably the most immediate choice, while for
the three mode approach the most natural concept is to de-
termine the phase for the mode in the middle. Obviously
this is a design option where the single mode approach has
been adopted in Fig.9 while the three mode approach was
applied for the evaluation of the different DSP methods
above.

VIII. THE PERFORMANCE OF THE SCHEME

Here the SPS concept in Fig.2 is illustrated based on the
test case given in Section V. A central computer is con-
tinuously supplied with the spectral coefficients reflecting
the speed signals of all system generators. The generators’
coefficients are all processed in parallel on identical replicas
of the algorithm in Fig.9. When the algorithm in Fig.9 has
identified a dominant mode the three parallel processes be-
low DOMINANT MODE PRESENT are started. In case
we use the 5 s sliding window function together with the
covariance method for the identification of the dominant
mode, the three parallel processes are started about 8.0
seconds after the initial three phase fault. In fact G14 is
the first generator to pick-up up and consequently the de-
tection time is 7.9 s (Table.I) plus approximately 0.1 s to
verify that the 0.23 Hz mode is present for all machines.
The verification with respect to the remaining generators

15 20 25 30 35 40 45
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

TIME [s]

M
A

G
N

IT
U

D
E

 [p
u]

Fig. 10. The magnitude of the fundamental Fourier coefficient 0.23
Hz. Also the ”running” RMS value for time segments corresponding
to the cycle time of the Fourier coefficient 0.23 Hz is presented. Both
graphs are determined from the filtered speed deviation of G14. The
0.23 Hz mode is illustrated by the plain line while the RMS value is
given by the dotted line.

is based on spectra showing that the mode is present for
all units. Note that the mode is present for most machines,
but has not yet picked-up with respect to the given time-
and pick-up levels.

When the dominant mode has been established the
scheme immediately determines the instantaneous behavior
of the oscillation and the generator coherency. Fig.8 indi-
cates that the coherency is well established by this time.
Thus based on these data the appropriate corrective mea-
sures can be carried out.

Fig.10 shows that the mode is undamped and Fig.8 indi-
cates that G14 is oscillating against the rest of the system.
Based on that information generator rescheduling is per-
formed for G14 in order to reduce the power flow on the
remaining line between areas A and D. Consequently the
oscillations are attenuated. Throughout the whole process
the while statement in Fig.9 monitors the superior of the
0.23 Hz mode.

IX. DISCUSSION

So far a frequency resolution 0.01 Hz has been applied
throughout this paper. However, with respect to the de-
tection time of the dominant mode it may be beneficial to
use a lower frequency resolution. The same range of model
orders and subspace levels were examined for the 0.1 Hz fre-
quency resolution (Table.III) as for the 0.01 Hz resolution
(Table. I). Furthermore, both the pick-up times for the 0.2
Hz and 0.3 Hz modes are given in Table.III as the 0.23 Hz
mode is located in between. For all cases the 0.2 Hz mode
more or less becomes the dominant mode, although the
0.3 Hz components often give the fastest pick-up times. In
general more spurious pick-ups were registered in the case
of reduced frequency resolution.

Reduced frequency resolution results in an obstacle, as
a less reliable value is obtained for the length of the FFT



window in Fig.9 determining the instantaneous behavior
of the speed deviation. Moreover, when Fig.8 is collated
to Fig.11, Fig.12 and Fig.13 the relation between reduced
frequency resolution and the phase estimation can easily be
observed. In case of the reduced resolution the angles of the
DFT coefficients vary substantially more, in contrast to the
case for the better resolution. Obviously, more pronounced
angle variation will lead to less reliable generator coherency
determination.

TABLE III

Detection times, tdata segment, in case of frequency resolution 0.1 Hz

for window functions corresponding to data segments of 10 s, 5 s and 1

s, respectively. In addition the detection times, tevol, for evolving

functions are also presented. Note that the detection time corresponds

to the simulation running time at the moment of detection and that the

first number corresponds to the pick-up time of the 0.2 Hz mode while

the number in brackets is the pick-up time for the 0.3 Hz mode. For ”-”

no successful detection was obtained.

Method t10 t5 t1 tevol
[s] [s] [s] [s]

FFT 21.6(18.8) 21.4(18.8) -(-) 21.2(18.4)

Chirp 21.9(19.0) 21.8(19.0) -(-) 21.6(18.6)

Periodogram 21.5(18.6) 21.2(18.6) -(-) 21.1(17.1)

Welch 22.8(19.0) -(-) -(-) 21.6(18.3)

Multitaper 21.6(18.8) 21.1(-) -(-) 20.7(24.6)

Yule-Walker 19.1(20.0) 20.8(-) -(-) 20.7(17.5)

Burg 18.7(19.5) 18.8(19.6) -(-) 20.1(-)

Covariance 20.7(19.8) 20.4(18.5) 20.1(16.8) 18.3(18.7)

Modified
Covariance

20.7(-) 20.7(18.6) 18.3(17.1) 20.3(-)

Peig 21.0(19.6) 20.6(18.7) -(-) 20.0(16.4)

MUSIC 21.6(19.0) -(-) -(-) 19.9(16.1)

Pisarenko -(-) -(-) -(-) 18.3(-)

Steiglitz-
McBride

21.6(18.8) 21.1(30.5) 20.1(16.7) 21.1(16.0)

Prony 21.6(18.8) 20.5(25.7) -(-) 20.1(16.3)
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Fig. 11. The phase of the 0.2 Hz mode in the case of frequency
resolution 0.1 Hz. The phase of G14 is indicated by the thick dashed
line.

In order to reduce the design complexity, the same FFT
window as is used for the computation of the instantaneous
behavior of the signal can be used for the phase estimation.
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Fig. 12. The phase of the 0.3 Hz mode for frequency resolution 0.1
Hz. The phase of G14 is indicated by the thick dashed line.

However, as mentioned above and as indicated in Fig.13
this approach will obviously suffer from the reduced fre-
quency resolution and consequently generate a less reliable
generator coherency.
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Fig. 13. The phase of the 0.23 Hz mode for all generators in the case
of frequency resolution 0.23 Hz. The phase of G14 is indicated by the
dashed line.

Here both sliding and evolving window functions have
been investigated. There are advantages and disadvantages
associated to both approaches. For example, immediately
after the disturbance, the sliding window function will be
subject to obsolete data. The same is true for an evolving
function some time after the initial disturbance in the case
of contingencies involving altering system conditions. Ob-
viously the phenomenon may impair the distinction process
of the dominant mode. The main obstacle for the evolv-
ing window function is the trigger required to (re)start the
window at the appropriate moment in order to include the
relevant data only. Conventionally, the trigger could be
based on a pick-up level associated to any power quantity



or the voltage. However, cases involving altering system
conditions cannot be resolved easily by this approach.

Obviously, the ultimate challenge for the scheme in-
troduced here involves changing system conditions at an
already critical operating point. For example, a distur-
bance occurs and an associated group coherency is ob-
tained. Next a subsequent disturbance again leads to a
modified grid configuration which in turn may correspond
to a new generator coherency. In order to handle this sit-
uation, a DSP method with a high frequency- and time
resolution is required. Similarly, in the case of emergency
situations involving cascading outages, the same require-
ments are true for the DSP applications. The concept
proposed here should support these scenarios. The most
crucial part may be the phase estimation based on a long
sliding window as obsolete data will affect the current de-
termination of the DFT coefficients. However, as the dom-
inant mode transits from one oscillation frequency to an-
other, only the most recent data will define the phase for
the new mode as no previous data can be associated with
that new mode. Thus, the long sliding window will also
provide a reliable tool for the phase estimation in the case
of inter-area mode transitions. A transition from one mode
to another and then back to the original mode may lead to
difficulties generating the appropriate generator coherency,
as data related to the first appearance of the mode will
also affect the phase estimation the second time the mode
arises. However, the likelihood for such a scenario is very
low, in particular that the same mode would occur twice
and involve different phase compositions.

According to [3] pronounced multiple modes appear only
for generators which are involved in the oscillations to a
very limited extent. For the scheme proposed here, the cen-
tral generator coherency determination based on the phase
of the dominant mode is exclusively carried out for the
mode involving all the generators affected by inter-area os-
cillations. By that approach examination of the relevant
mode is guaranteed. Generators which are uninvolved in
the crucial inter-area mode are left out of the coherency
investigation as their grouping affiliation must be post-
determined in order to avoid subsequent inter-area modes
resulting from corrective measures changing the network
configuration. Referring to Fig.7 the leakage is especially
crucial for cases were multiple modes are involved. How-
ever, when the approach given above is applied for multiple
modes the associated leakage can be ignored as the mode is
anyhow present, with a less developed magnitude though.

X. CONCLUSIONS

This paper introduces a new concept for a System Pro-
tection Scheme addressing inter-area oscillation events. To
determine generator coherency a method is used based on
speed measurements combined with DFT analysis. A num-
ber of well established Digital Signal Processing methods
have been investigated in order to evaluate their scheme
suitability. For the detection of inter-area modes, para-
metric methods turned out to be the most feasible. Both
evolving and sliding window functions have been investi-

gated. Evolving functions generally detect the dominant
mode somewhat faster than sliding functions. However,
evolving windows require a trigger activated by the pres-
ence of an inter-area mode. This trigger may complicate
the design of the scheme and thus the design proposed here
is based on a sliding window.

The scheme proposed here must be fast. To shorten the
detection time of the dominant mode, a reduced frequency
resolution can be applied. However, a lower frequency res-
olution contributes to spectral mode shifts and reduces the
quality of the estimate of the instantaneous speed devia-
tion. As a result the discrimination of the unstable/stable
nature of the modes is of a lower quality. Also the phase
estimation deteriorates which in turn leads to a less reliable
generator coherency determination. The design proposed
here is therefore based on a high frequency resolution, ac-
cepting a somewhat slower response.

The scheme is still at an early stage of development,
where the case study used for the analysis in this paper is
based on post-processing following a disturbance applied
on a network simulation. The next step for implementa-
tion should address practical issues supporting real-time
operation.
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Abstract: An emergency protection scheme which prevents a system
collapse in the case of extreme voltage instability is proposed. The
scheme is based on conventional distance protection.

The performance of the scheme was analysed using the
NORDIC32 test system. The test case confirms that complete system
collapse can be prevented when the relevant distance relays are
given settings according to the proposed method. As a result the res-
toration time after a power system breakdown can be significantly
reduced.

Keywords: Distance protection, Emergency scheme, Voltage col-
lapse, Wide Area Protection.

I. INTRODUCTION

In the Swedish electrical power system the main load centres
are located in the south region while a significant part of the
generation is located in the north. The regions are separated
by hundreds of miles and thus the Swedish bulk power system
involves large power transfers over long distances. Deregula-
tion resulting in the decommission of (small) power plants in
the south part of Sweden has further enhanced the radial
system characteristic of the system. The possibilities for local
generator support in the case of power system instability have
obviously been reduced and local reactive supply in the case
of voltage instability has deteriorated. In addition an
increased variation of power flow directions has been experi-
enced during recent years. Experience has shown that voltage
collapse is restricted to the southern regions. However, with
respect to the new situation, there is an enhanced risk that a
contingency in the southern part will propagate further north
affecting an increasing portion of the system. The main con-
cern associated with this scenario obviously is a complete
system collapse following an extensive restoration time.
Much time can be saved by maintaining the voltage in some
part(s) of the system and thereby keeping some generators

synchronized. Here we introduce an emergency scheme
avoiding complete system collapse as a result of voltage
instability. The scheme represents the ultimate “last call
action“ and should exclusively be activated when system sta-
bility cannot be maintained by any other conventional meas-
ure.

II. THE EMERGENCY SCHEME

The scheme is based on a strategy where the purpose is to
maintain voltage stability in a part of the system in order to
avoid a complete system breakdown. It should only operate
for situations where there is no other way to maintain voltage
stability within the complete system by any other means.
Hence the scheme is primarily intended for extreme contin-
gencies.

The scheme is based upon conventional Zone 3 distance
relays and can have a varying degree of sophistication; e.g
stand alone or be a part of an extensive protection strategy
including communication equipment. However, in its basic
form only local data are utilized and the scheme will function
also in emergency situations, where for example communica-
tion links are out of service. 

In the case of voltage instability lower voltages and
increased (reactive) power flows will lead to a reduced appar-
ent impedance as seen by the distance protection. The func-
tion of the scheme is obtained by assigning the Zone 3
distance relays for all lines associated to the intersection
between the region to be saved, and the remaining system,
settings corresponding to the operating point “system beyond
recovery“. In the case of an irrevocable collapse the tripping
zones for these distance relays are entered. As a result the
scheme separates the system part to be saved and a stable
operating condition can be established. The separation is
simply carried out by tripping the lines interconnecting the
region to be saved from the surrounding system. Obviously,
the region where stable voltage is secured must be carefully
chosen with respect to reliable island operation at the same
time as the objective should be to minimize the breakdown
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area. The scheme is to a certain extent similar to out-of-step
procedures involving system separation, although the scheme
proposed here is addressing voltage instability.

III. THE SETTINGS OF THE DISTANCE RELAYS

The aim is to identify the appropriate settings for the Zone 3
distance relays for the transfer section intended for system
separation. The main challenge is to accurately determine if
the system is operating beyond recovery, and then to identify
the corresponding apparent impedances as seen by the relays.

The setting process for the distance relays is given in Fig. 1.
First all lines of the transfer section are assumed to be in serv-
ice (BLOCK 1) and their total line equivalent is established
(BLOCK 2). Next the power injected into the interconnection
is determined for all relevant operating conditions (BLOCK
3). Lines are modelled as π-equivalents in ARISTO [1] (which
is used for our illustration in section IV) and therefore a tech-
nique based on the PV-curve is adopted in order to examine
the relevant operating conditions (BLOCK 3b). However,
more full scale static and dynamic investigations may be
required in case of more complicated systems. In BLOCK 3b
all stable operating conditions are investigated by examining
all possible combinations of relevant sending end voltages,
Vsend,a , and receiving end voltages, Vrec,j , for the line equiv-
alent. Based on system experience of the test system, the
injected- and received reactive powers associated to the trans-
fer section have been given the value zero. In case this
assumption cannot be adopted, the reactive powers must be a
non-fixed variable for the investigation; i.e Qrec is varied
between the possible maximum (Qmax) and minimum (Qmin)
reactive power levels. 

The equation (5) is solved with respect to the received
active power Prec and under the condition given in (6). The α
and β variables are defined by (7) - (9). As a next step the cor-
responding injected power, Pinjected,a , is determined based on
loss-summation (10)-(11). The process (5)-(11) is executed
for all possible operating conditions Vsend,a and Vrec,j , where
the resulting powers Pinjected,a are organized into the matrix
Pinjected,i. In order to determine the relevant operating imped-
ances also the corresponding sending end voltage matrix
Vsend is established. When all possible active powers to be
injected into the transfer section, Pinjected,i , have been deter-
mined they are used together with their corresponding sending
end voltages Vsend to identify the apparent impedance identi-
fying the operating point “system beyond recovery” (BLOCK
4). Obviously this condition is identified by the smallest pos-
sible apparent impedance resulting from the square of the
sending end voltage divided by the sending end power (12). In
(12) a value ε is subtracted from the smallest apparent imped-
ance in order to assure settings corresponding to unstable

operation. As the minimum value resulting from the division
in (12) in fact represents the smallest impedance possible for
stable operation. The relay setting for the transfer section con-
figuration is determined in (13).

As a next step one line is removed from the transfer section
(BLOCK 6) and the same calculations are carried out for the
new section configuration (BLOCK 2 - BLOCK 4). During
this process, always the longest line (largest impedance) is
removed since the scheme should NOT operate for a stable
operating condition and priority is given to security. Finally,
when the calculations are performed for all possible operating
conditions and for all transfer section configurations, the set-
ting for the Zone 3 relays, R3,set , is chosen (BLOCK 7). The
minimum value is selected since no possible stable condition
should lead to tripping of the transfer section.

Fig. 1. Flow chart for the setting process. Note that normal variables corre-
spond to real numbers while bold variables represent vectors and matrixes.
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The same setting R3,set is used for all lines in order to syn-
chronise the tripping process of all relays. The relays of the
longer lines will reach a bit longer in Ω as compared to the
relays of the shorter lines but this is compensated by the
slightly smaller power flow due to the larger line impedance.
As a result the tripping will occur at the same time for all
lines. Note that the transfer section is considered as a number
of parallel lines, while in reality this assumption is only a fair
reflection of the true system. Accordingly, the lines will most
likely not trip at exactly the same moment. This is of less
importance but the main issue is that no line should trip in
case of stable operation. For an unstable case it is sufficient if
at least one line is tripped as the resulting power re-distribu-
tion after the loss of the first line will accelerate the tripping
of the remaining lines.

The reactive reach for distance protection is strongly linked
to fault conditions. In addition to the fault resistance the resis-
tive reach has a close relationship to normal operation involv-
ing load encroachment. The setting process described here
addresses only the resistive reach of the distance protection.
The selectivity of the protection system is thereby secured as
the resistive settings given by this method will not affect the
fault clearing with respect to distance but only with respect to
fault resistance.

IV. TEST CASE

The simulation used to illustrate the protection scheme was
performed in ARISTIO [1] and the NORDIC32 system [2]
displayed in Fig. 2 was applied as the test system. The
NORDIC32 network represents a test system with similar
dynamic behaviour as the Swedish bulk power system. The
system involves large power transfers from the Northern
hydro dominated regions to the main load centres in the Cen-
tral and SouthWest areas. The generation in the Central and
SouthWest regions is mainly based on thermal power.

Two test scenarios are given in [2]; a peak load scenario
where the n-1 design criteria are completely assured, and an
extreme (but possible) load condition where almost all n-1
contingencies result in acceptable post-contingency condi-
tions. Extensive (simulation based) studies have indicated that
the maximum power transport from the North region towards
the Central should be limited to about 2850 MW in order to
sustain any n-1 contingency. For the extreme case given in [2]
about 3260 MW is transferred between the two regions. In our
test case we have a power transport between the two regions
of about 3100 MW immediately before a contingency event is
launched. The increased power transport as compared to the
peak load scenario given in [2] is mainly due to reduced gen-
eration (loss of one unit) in the SouthWest region. At the same
time the spinning reserve in the Central and SouthWest

regions are preserved at an acceptable level. Note that in con-
trast to the n-1 contingency illustrated below, most n-1 contin-
gencies lead to acceptable post-contingency conditions also
for a load condition of 3100 MW.

Fig. 2. The NORDIC32 test system.

The triggering event for the contingency is the permanent loss
of one generation unit in station FT63. The unit tripping leads
to a further increased power transfer over the North-Central
interconnection. Consequently, a long term voltage collapse is
initiated in the SouthWest and Central regions where the volt-
ages are continuously decreasing resulting in a propagating
voltage reduction affecting the Northern regions as well.
About 160 s after the initial generator loss a complete system
blackout is a fact, although automatic schemes involving
shunt switching and load shedding were initiated. The inter-
connecting lines CL14 and CL15 were never tripped and the
Northern regions were never separated from the remaining
system. This is one of the main reasons for the complete
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system collapse. The original distance protection settings for
the transfer section are given in Table 1.

Next, the distance protection for stations located in the North
region and associated to the North-Central interconnection
were given settings according to the method proposed in sec-
tion III. First the active powers, Prec, were obtained for all
possible operating conditions (5)-(9). The non-linear equa-
tions were solved by conventional numerical methods and as a
next step the relevant settings were determined from (10)-
(13). Finally, when the relay settings had been determined for
all possible system configurations, the appropriate Zone 3 set-
ting could be selected. The settings obtained from (13) for
each loop i in the setting process of Fig. 1 are given in Table 2.
For illustration also the setting factors for the cases where the
shortest lines were removed are given. Table 2 confirms that
the case to be used for the relay settings is the one where the
longest lines are removed since the restricting settings are
then obtained.

For the setting process the voltages were varied in steps of
0.01 pu where Vmin and Vmax corresponded to 0.8 pu and 1.05
pu. The max and min values were selected with respect to the
settings of the remaining system devices. For example, all
Generator UnderVoltage Protection schemes operate at volt-
ages of 0.82 pu or higher. From Table 2 the setting factor 1.0

pu was decided to be an appropriate choice for the relay set-
tings which means that the resistive reach had to be increased
for all relays, apart from the CL12 device. The distance pro-
tection used in ARISTO is of box form and accordingly all
distance relays in the North region and associated to the inter-
connection were given the resistive reach 1 pu with respect to
its own line reactance. Note, according to the implementation
of the distance relays in ARISTO Zeq,i is here replaced by
Xeq,i in (13) for the setting process. Consequently, the resis-
tive reach of the relays are given with respect to their line
reactance and not their total line impedances.

The test case was investigated with the new relay settings.
About 143 s after the initial generator loss CL12, CL14, CL15
and CL 16 are tripped by their distance protection. Seven sec-
onds later also the relay of CL 17 operates and the North and
NorthEast regions are completely separated from the remain-
ing regions. Consequently, the northern regions are protected
and immediately recover to a normal operating condition,
while the Central and SouthWest regions are subjected to a
collapse.

Immediately after the first four lines are tripped the voltage
in the Central and SouthWest regions drops rapidly which in
turn initiates load shedding. The tripping of CL 17 is delayed
by this load shedding as the power through the transfer section
is reduced. Additionally, some generator shedding is required
in the North region in order to avoid over-frequency after the
initial line tripping. Also the generator shedding will reduce
the power transfer over the interconnection and contribute to
the delay of the tripping of CL17. Generator shedding is
required since the NORDIC32 system is relatively small and
there is insufficient system capacity to absorb the surplus
power within an acceptable time frame.

If communication equipment is used the co-ordination of
the line tripping can be further improved by adding a device
that trips all lines when e.g three out of five lines are out of
service as there is no practical possibility that the system will
remain stable for such an operating condition.

V. DISCUSSION

Today duplicated main protection is often used for transmis-
sion lines, and the Zone 3 relays can conveniently be used for
the emergency scheme proposed here. Distance relays usually
provide more than three tripping zones and thus the scheme
can also be operated for systems applying remote back-up or
reversed tripping schemes based on communication. For cer-
tain relay characteristics (e.g mho) the settings in the resistive
and reactive direction are dependent on each other. When
those relays are used for transfer sections relevant to the emer-
gency scheme the associated conventional remote back-up
zones most likely require a longer reach than the relay settings

Table 1. Original Zone 3 settings in the resistive direction. The reach of the 
relay is obtained from the product of the setting factor R3 and the line 

reactance.

Line R3 [pu]

CL12 1.1

CL14, CL15 0.6

CL16, CL17 0.72

Table 2. Zone 3 setting factors for different network configurations 
determined from (13) in Fig. 1.

Number of lines in service between the 
North and Central regions.

R3,i [pu]
(longest line 

removed)

R3,i [pu]
(shortest line 

removed)

All lines (i=1) 1.0091 1.0091

4 lines (i=2) 1.0072 1.0105

3 lines (i=3) 1.0074 1.0132

2 lines (i=4) 1.0051 1.0153

1 line (i=5) 1.0056 1.0213



required by the scheme due to the very large line impedances
involved. Thus, the traditional remote back-up protection may
inherently provide a function where regions are separated in
the case of abnormal operating conditions; the separation will
be carried out in an unforeseen manner though. However,
conventional long remote back-up settings should be pre-
vented as they may lead to mal-trips due to load encroachment
which in turn may significantly increase the probability of
instability [3]. On the other hand the separation principle
based on load encroachment by distance protection can be
adopted, but the system separation should be accomplished in
a controlled and pre-determined manner.

According to the nature of the scheme, caution should be
given to the setting process as inappropriate settings can be
detrimental. In order to obtain an overall reliable performance
with respect to both the scheme and normal fault clearing,
only distance relays offering separated setting-mechanisms in
the resistive and reactive direction should be used. The
scheme should be used together with Out-of-Step protection
in order to obstruct the increased mal-trip possibility resulting
from increased tripping zones.

In the case of systems operating at line loading levels below
Surge Impedance Loading, as the NORDIC32, reversed dis-
tance protection reach may be required. However, as the time
delay of the Zone 3 elements are much larger than the time
delays of the interacting forward reach Zones 1 and 2, the
selectivity should be unaffected. For the test case in section
IV the reversed approach was rejected. Nevertheless, by
applying this technique the tripping co-ordination time for CL
17 will be significantly improved and the time gap between
the tripping of the first four lines and CL 17 is accordingly
reduced.

In the case where a shorter reach is obtained for the Zone 3
element than for the Zone 1 and 2 elements, i.e the reach
obtained is less than the required fault resistance, priority
must obviously be given to the fault resistance. However, with
respect to relevant system and fault data this scenario is highly
unlikely.

To restrict the number of lines removed in the case of a con-
tingency, the distance protection settings obtained for the
scheme can also be used for remote control of load shedding
and other conventional corrective measures. However, the
scheme should primarily be an extremely reliable final meas-
ure to avoid a complete collapse and should therefore be inde-
pendent of long distance communication.

VI. CONCLUSIONS

An emergency scheme based on conventional Zone 3 distance
protection has been proposed where the scheme avoids a com-
plete system collapse in the case of severe voltage instability.

The scheme is simple in its nature and easy to implement as it
is using relays which are already in service. The main incen-
tive for the scheme is to avoid a complete breakdown as this
leads to an extremely time consuming restoration process.
Furthermore, the scheme is intended to be a robust and final
corrective measure for situations when there is no way to
maintain voltage within the entire system. 

The performance of the scheme has been illustrated from a
test case based on the NORDIC32 system. The scheme
showed an encouraging performance. A complete system col-
lapse as in the case of original relay settings was restricted to
a partial collapse when the scheme was applied.

If long distance communication applications are introduced
the method can also be utilized for a more extensive Wide
Area Protection System. Examples are supervising remote
control of load- and/or generator shedding.
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	Chapter 1 Introduction
	1.1 Background and Motivation
	At about 13.00 hrs. on Tuesday December 27, 1983, the Swedish electrical power system experienced...
	These investigations of the 1983 blackout indicated that the performance of the relay protection ...
	The NORDEL system in Fig. 1.1 is a synchronous system involving Finland, Norway, Sweden and the p...
	In the Swedish electrical power system the main load centres are located in the central and south...
	The main ambition in this project has been to improve the protection performance during power sys...

	1.2 Outline of the Thesis
	This dissertation is organized into two parts. The first part gives a background to the relevant ...
	The background and motivation for the thesis are given in Chapter 1 while Chapter 2 summarizes po...
	At the end of part 1 an appendix and the references of the six first chapters are included.
	Figure 1.1 The NORDEL system.



	Chapter 2 Power System Instability
	In this section a brief summery of power system instability is given. The different types of powe...
	2.1 Angle Instability - Power Oscillations
	The fundamental phenomena appearing in a power system in case of angle instability are power osci...
	Generally power oscillations can be divided into three different categories; 1) local plant mode ...
	2.1.1 Transient Angle Instability
	According to Kundur transient stability is the ability of the power system to maintain synchronis...
	Loss of synchronism may include one single generating unit, a power plant represented by multiple...
	Lightly meshed networks, large power flows and long distance power transport are features which c...

	2.1.2 Small-Signal Angle Instability
	Small-signal stability is the ability of the power system to maintain synchronism when subjected ...
	Measures to counteract small-signal instability are usually based on closed-loop controls. These ...
	Normally, power oscillations associated with small-signal stability have amplitudes which are non...


	2.2 Voltage Instability
	Voltage stability is concerned with the ability of a power system to maintain acceptable voltages...
	Voltage instability may be caused by a variety of single and/or multiple contingencies. Typical i...
	In case of short-term voltage instability the system may collapse within a few seconds after the ...
	During long-term voltage instability the power system normally reaches a quasi-stable low voltage...
	In case of a heavy load pick-up in a highly meshed network the crucial aspect with respect to vol...
	When a long distance separates a load centre from a significant amount of supply, a grid weakenin...
	The case where generators located close to loads are tripped is similar to the case of a heavy lo...
	To summarize, voltage instability is especially likely for system configurations where large amou...
	In addition to the network configuration also the following aspects are important as far as volta...
	•Active and reactive power reserves. For example, generators, synchronous condensers and SVCs. Bo...
	•Passive reactive power reserves such as capacitors.
	•System loading levels. High loading levels are critical.
	• Low power factor.
	•Load characteristics. Especially the load recovery due to LTC operation as discussed above (or t...

	2.3 Frequency Instability
	Frequency stability describes the ability of a power system to maintain the system frequency with...
	In case normal frequency control measures fail to maintain the frequency within an acceptable ran...
	Publication [3] refers to an example of typical steam turbine limitations during abnormal frequen...
	Due to its nature protection applications responding to frequency instability are normally rather...

	2.4 The Relation Between Network Configuration and System Instability Phenomena
	As indicated above the network configuration where large amounts of power have to be transported ...

	Table 2.1: The relation between network configuration and power system instability phenomena.

	Chapter 3 Power System Instability and Local Area Protection
	During a power system instability the presence of negative or zero sequence currents is usually l...
	3.1 Distance Protection and Voltage Instability
	Here the performance of distance protection during long term voltage instability is discussed. Th...
	3.1.1 Distance Protection may Contribute to Voltage Instability
	One can define 10 distinct types of possible short circuit faults in a three phase power system [...
	(3.1)
	(3.2)

	UL1, UL2: Phase voltages at the relay location.
	IL1, IL2: Phase currents at the relay location.
	I0: Residual (zero sequence-) current at the relay location.
	Z1: Positive sequence impedance for the primary protected circuit.
	Z0: Zero sequence impedance for the primary protected circuit.
	Zr: the apparent impedance as seen by the distance relay.
	Voltage instability is a phase symmetrical phenomenon. Hence no zero sequence component is presen...
	(3.3)

	In case Zr remains within the area of one of the pre-defined tripping zones during a time exceedi...
	Case a in Fig. 3.1 corresponds to a short circuit fault while case b corresponds to a scenario wh...
	The sensitivity for mal-trips due to voltage instability is depending on the length of protected ...
	Paper A proposes a method to avoid incorrect distance relay tripping in the case of voltage insta...
	Figure 3.1 Apparent impedance as seen by a distance relay during different power system events. a...


	3.1.2 Worldwide Experience on Voltage Collapse Related to Distance Protection
	Undesirable distance protection operations during long term voltage instability have contributed ...
	On July 2, 1996 the WSCC system was operated within its transfer limits and only a few facilities...
	On March 11, 1999, Brazil [15] faced the most severe power interruption in its history. About 72 ...
	Further examples where undesirable (zone 3) distance protection operations have contributed to bl...


	3.2 Distance Protection and Transient Instability
	Power oscillations are inherent to power systems. They may result from any power system event suc...
	3.2.1 Distance Protection During Transient Instability
	Referring to the frequency range of power oscillations given in 2.1 power oscillations may be the...
	The two machine system in Fig. 3.2 can be used to analyse the performance of distance protection ...
	Figure 3.2 Two machine system.

	In Fig. 3.2, EA and EB are the internal voltages of the machines and XAS and XBS are the transien...
	(3.4)
	(3.5)

	The apparent impedance as seen by the relay at C during phase symmetrical operation can be determ...
	(3.6)
	(3.7)

	Fig. 3.3 shows the locus of ZC as a function of the transfer angle d in the RX-diagram when diffe...
	During a power swing the transfer angle d will vary. For a stable swing, d gradually increases un...
	Figure 3.3 The locus of ZC (bold curves) for different values of the ratio when d is increased fr...

	For the transfer angle d=0, the current I in (3.4) is zero and thus the apparent impedance ZC is ...
	Figure 3.4 The electrical centre for the two machine system in Fig. 3.2.

	Fig. 3.3 indicates that when a power swing with a given cycle time reaches a certain angle the ap...
	Fig. 3.3 and Fig. 3.4 illustrate the impedance trajectories for a relay located in the sending en...
	Observe that the assumption made above where the internal machine reactance and voltages are give...
	Distance protection should not operate for stable swings. However, in the case of unstable power ...

	3.2.2 Power Swing Detectors - Out-of-Step Protection
	Different approaches for Power Swing Detectors and Out-of-Step Protection have been suggested thr...
	Figure 3.5 Vertical and circular characteristics for Power Swing Detector schemes. The dashed lin...

	Basically the method uses the feature that the movement of the apparent impedance during power sw...
	A circular PSD device is discussed in [27] where the inner circle is composed by the outermost zo...
	In some protection schemes the PSD is used alone. This means that the distance relays will not op...
	Figure 3.6 Power Swing Detectors and Out-of-Step scheme for relays located at the sending end.

	Sometimes the inner circle or the inner line of the PSDs in Fig. 3.5 is applied as the boundary f...
	If the line flow may occur in both directions the PSD and the OSC must be duplicated; one applica...
	The system in Fig. 3.7 can be used to study the influence of the source impedance on the apparent...
	Figure 3.7 A generator connected to an infinite system through a transmission line.

	Fig. 3.8 indicates that for generators connected to the main grid through a weak interconnection ...
	In addition to the source impedance also a low excitation level tends to contribute to an impedan...
	Figure 3.8 The apparent impedance trajectories as functions of the transfer angle d for two diffe...

	As intimated in the beginning of this section many approaches of Power Swing Detectors and Out-of...

	3.2.3 Worldwide Experience on Distance Protection and Transient Instability
	In this paragraph a few relevant events are briefly discussed. The data presented were obtained f...
	In Florida [30] and in South Africa [31] incorrect relay behaviour during power swings has been (...
	An unwarranted distance relay operation due to a power swing was the immediate reason for the sys...



	Chapter 4 Power System Instability and System Protection Schemes
	The protection schemes discussed here are intended to counter extreme contingencies and normally ...
	System Protection Schemes are an attractive alternative for increasing the utilisation of electri...
	Extensive surveys over System Protection Schemes have been made by both Cigré and IEEE [3,37-39]....
	4.1 System Protection Schemes
	Conventional power system protection is mainly used to protect power system equipment from damage...
	In [3] the following definition is given, ”A System Protection Scheme is designed to detect abnor...
	System Protection Schemes (SPS) are used for different purposes. Below their main objectives are ...
	1. Operate power systems closer to their limits. Due to deregulation and environmental constraint...
	2. Increase power system security (particularly for extreme contingencies leading to system colla...
	3. Improve power system operation. SPS may be designed to cope with operational difficulties impo...
	4. Compensate for delays in a construction program. SPS may be used as a temporary solution such ...
	Normally, SPS are dormant integrated protection systems which operate infrequently. The control a...
	Figure 4.1 General structure of a System Protection Scheme.

	4.1.1 Event- and Response based SPS
	Dependent on the input variables, SPS are classified as response based or event based. SPS using ...
	Event based SPS are used in the case of critical events which are easy to identify and may lead t...
	Response based SPS are inherently slower than event based SPS as they must wait for the system re...

	4.1.2 Local-, Central-, Remote-, Limited Area and Wide Area Applications
	System Protection Schemes can be based on local, central-, remote-, limited area or wide area arr...
	Local SPS acquire all the information necessary for the decision process at the same location as ...
	Central SPS collect data from remote locations and process these data at a central location. This...
	The decision process of Wide area SPS uses input data from a large number of locations throughout...
	Figure 4.2 Illustration of Limited-/Wide area Central and Remote applications.



	4.2 Detection and Control Indicators for System Protection Schemes
	In order to obtain appropriate SPS operation, detection and control indicators are required. A la...
	4.2.1 Indicators to Determine Voltage Instability
	Indicators for voltage instability are often related to the maximum loadability of the system. Fo...
	•Bus voltage magnitude. In many systems the bus voltage magnitude is the main indicator available...
	•Reactive and active power output from generators.
	•Reactive power reserves within regions.
	•Active and reactive power flows on lines (tie-lines).
	•Generator (field/armature) current limiter status.
	•Active and reactive load demand.
	Additional straightforward indicators which can be determined from loadflow solutions or measurem...
	(4.1)

	Here fi(z,zc) is a real-valued function of z and zc; z is a vector consisting of measurable varia...
	(4.2)

	The indicators given so far are fairly simple (but fast) and are based on the threshold principle...
	Many static methods have been proposed to predict voltage instability. These methods exclude time...
	Under Voltage Load Shedding represents an important curative measure in the case of voltage insta...

	4.2.2 Indicators to Determine Transient Angle Instability
	Due to the high speed requirements event based SPS are preferable to prevent transient instabilit...
	•Voltage threshold values exceeded by the voltage within a pre- defined time period.
	•Power threshold values exceeded by the active power within a pre- defined time period.
	•Apparent power outside pre-defined threshold limits.
	•(Frequency).
	More extensive methods to investigate, detect and predict transient instability include the Equal...
	Today the extensive methods mentioned above are often inapplicable as accurate real-time tools fo...
	The extensive methods mentioned above are continuously developed and may become applicable as rea...

	4.2.3 Indicators to Determine Frequency Instability
	Due to the nature of the frequency instability phenomena the following quantities are used as ind...
	•Frequency.
	•Rate of change of frequency.
	Indicators for event based SPS may be:
	•Loss of a power station, a HVDC interconnection or tie-lines.
	•Loss of a load centre.
	•Pre- and post contingency power flows.


	4.3 Curative Measures for System Protection Schemes
	Table 4.1 gives an overview of the most common SPS in operation. The table was originally publish...
	Fig. 4.3 shows the relationship between the duration of major power system phenomena and the appr...
	Figure 4.3 Time frame relation between curative measures and power system phenomena.

	System separation schemes are normally used as a curative measure for transient instability. Howe...

	4.4 System Protection Schemes in the Nordel System
	SPS in the Nordel system will be treated here. An extensive survey on SPS and field experience wo...
	The instantaneous emergency reserve in the Nordel system is equivalent to the loss of the largest...
	Fig. 4.4 gives an overview of the main corrective measures used to counteract the different types...
	Figure 4.4 Main System Protection Schemes in the Nordel system. The grey window represents correc...

	Table 4.1 gives an overview of the extent of installations of corrective measures used for SPS in...
	Table 4.1: Overview of SPS in the Nordel system 1992 and 2001.


	Chapter 5 Summary of Publications
	As a part of this Ph.D dissertation the papers presented below are published in their full length...
	5.1 Paper A: An Adaptive Scheme to Prevent Undesirable Distance Protection Operation During Volta...
	The paper introduces an adaptive algorithm to prevent undesirable distance protection operation d...
	This paper has been published in condensed form as [163].

	5.2 Paper B: A New Protection Scheme to Prevent Mal-trips due to Power Swings
	In this paper distance protection algorithms based on mathematical logic blocks are proposed. The...

	5.3 Paper C: A Distance Protection Scheme to Prevent Mal-trips During Abnormal Power System Condi...
	In this paper distance relay algorithms are further developed based on Paper A and Paper B. The e...

	5.4 Paper D: A New Method Suitable for Real Time Generator Coherency Determination
	Based on three test cases in a 68 bus system the paper illustrates that wide area generator speed...

	5.5 Paper E: A System Protection Scheme Concept to Counter Inter-Area Oscillations
	This paper introduces a concept of a generator coherency based System Protection Scheme, addressi...

	5.6 Paper F: An Emergency Strategy Scheme Based on Conventional Distance Protection to Avoid Comp...
	In order to reduce the restoration time after a voltage collapse affecting a large system an emer...

	5.7 Other Publications Reported within the Scope of the Project
	In addition to this Ph.D thesis a licentiate thesis [2] and a technical report [159] have been pu...
	5.7.1 Licentiate thesis - Line Protection and Power System Collapse
	In the licentiate thesis the influence of line protection on transient- and voltage instability i...

	5.7.2 Technical Report - Present Status of System Protection Schemes
	The report gives an overview of publications and projects within the area of System Protection Sc...



	Chapter 6 Conclusions and Future Work
	6.1 Conclusions
	This thesis introduces new methods to improve the performance of power system protection in case ...
	Distance protection may contribute to power system instability. Measures to improve its performan...
	A high degree of security is relevant today as the trend implies that utilities are subjected to ...
	In the Swedish bulk power system the number of power oscillations has increased significantly dur...
	Using a method based on speed measurement combined with Fourier analysis a concept for a System P...
	Finally, an emergency scheme is proposed utilising conventional distance relays to avoid a comple...

	6.2 Future Work
	Future work directly linked to the work in this thesis includes various practical issues related ...
	The System Protection Scheme based on speed measurements and Fourier Analysis is still at an earl...
	A future approach could be the use of extensive protection systems where equipment protection and...
	Traditionally measures taken by System Protection Schemes have been extensive. The schemes have n...
	As computers become faster more sophisticated DSP methods can be used for protection applications...
	An observation made during the project is the importance of accurate protection modelling during ...
	A result of the more extensive use of communication in power system protection are the increased ...
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	I. INTRODUCTION

	Undesirable (zone 3) distance relay operations have contributed to voltage collapses world wide. ...
	II. DISTANCE RELAYS MAY CONTRIBUTE TO VOLTAGE INSTABILITY

	Voltage instability is a phase symmetrical phenomenon. Hence no zero sequence component is presen...
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	In case Zr remains within the area of one of the pre-defined zones of operation during a time exc...
	III. AN ADAPTIVE ALGORITHM TO PREVENT MAL- TRIPS DUE TO VOLTAGE INSTABILITY

	For numerical relays it is usually possible to choose between different setting groups; i.e choos...
	Fig. 1. Adaptive distance relay.

	The algorithm proposed in Fig. 2 is based on simple mathematical logic blocks where the dependabi...
	Fig. 2. Relay algorithm used during voltage instability.

	The following is a description of the block functions.
	Block 1: Checks if the apparent impedance is within zone 3.
	Block 2: Decides if a short circuit fault has occurred. When a fault occurs DV/Dt will have a neg...
	Block 3: The timer associated to zone 3 is started. tstart = time when zone 3 is entered.
	Block 4: Decides if the fault is cleared by primary protection. When the fault is cleared DV/Dt w...
	Block 5: Waits for the fault to be cleared by primary protection. t3delay = time delay associated...
	Blocks 6 to 9 may be implemented in the algorithm when distance protection is used to protect ove...
	Block 6 & 8: Checks if the line temperature T exceeds the pre-set maximum limit. Tmax= maximum al...
	Block 7: Timer is started for the thermal overload protection. tT, start = time when the maximum ...
	Block 9: Regulates temporary overload. tT,delay = time delay associated to the thermal overload p...
	Most cases are handled well by the algorithm. However a few cases may cause the algorithm difficu...
	IV. TEST SYSTEMS

	Two different test systems have been used for simulations. The first one is a 15 bus system repre...
	Fig. 3. The fifteen bus system representative for the Swedish system.

	The generation in the system is a mixture of hydro- and nuclear power. All generator units are eq...
	V. SIMULATIONS IN THE 15 BUS SYSTEM

	The simulations have been performed in SIMPOW [9] and the improvement due to the adaptive algorit...
	Fig. 4. Voltages at bus 3 and bus 34. In case of normal zone 3 settings collapse occurs at indica...

	1: Pre fault state.
	1-2: At t=5 s a permanent three phase fault (F1) occurs on one of the lines between bus 34 and bu...
	2-3: At t=5.09 s the fault is cleared.
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	11: The system starts to recover and will attain a stable operating mode.
	Fig. 5. The impedance as seen by a mho and quadrilateral relay located at bus 3 protecting one of...

	In this simulation the injected reactive power at bus 3 towards bus 34 increases about 100 % duri...
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	Fig. 6. The derivative of the voltage at bus 3.
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	I. INTRODUCTION

	Transient instability in power systems generate power oscillations. These oscillations may cause ...
	II. ADDITIONAL CRITERIA FOR A DISTANCE RELAY ALGORITHM

	The criteria which may be combined with the conventional distance relay methods vary for differen...
	Fig. 1. A small transmission system during normal operation.
	(1)
	(2)

	When a three phase fault occurs at node F the voltage and current can be written as in (3) and (4...
	(3)
	(4)

	Immediately before and after the fault the phase angle of the internal generator voltage may cons...
	Fig. 2. Possible behaviour of the characteristic angle j of the apparent impedance as seen by a d...

	In case of some specific relations between the pre-fault operating point, the fault location and ...
	III. A MOMENTARY DISTANCE RELAY ALGORITHM

	In figure 3 an algorithm for a zone 1 phase to phase relay is proposed. To initiate a trip signal...
	Fig. 3. Zone 1 algorithm for a phase to phase distance relay.

	Block 1 consists of the traditional zone 1 distance protection function. When block 1 signals a f...
	IV. TIME DELAYED DISTANCE RELAY ALGORITHMS FOR SINGLE AND PARALLEL LINES

	For the introduction of the time delayed algorithms zone 3 is studied where the traditional zone ...
	Fig. 4. A system including remote back-up protection.

	When a phase to phase fault occurs at P1 the traditional distance element of both the main protec...
	Fig. 5. Zone 3 algorithm for a phase to phase distance relay protecting two subsequent single lines.

	In the case of parallel lines the algorithm in figure 5 needs some modification in order to opera...
	Fig. 6. Zone 3 algorithm for a phase to phase distance relay serving parallel lines.

	For faults located on the line between relay E and relay F the operation principle is identical f...
	V. SIMULATION

	Simulations have been performed using SIMPOW and the test system used is based on the grid introd...
	Fig. 7. Test system.

	Initially about 1800 MW is transported from the small system towards the large system. Five secon...
	Fig. 8. Active power injected at Relay A.
	Fig. 9. The derivative of the phase angle associated with the current injected into Line 2 at Rel...

	In figure 10 the apparent impedance as seen by Relay A is displayed. During the short circuit fau...
	Fig. 10. RX- diagram for traditional zone 3 element at Relay A.
	Fig. 11. The derivative of the phase angle associated with the current injected into Line 1 at Re...
	VI. DISCUSSION

	A question which may arise is: why not only use the criterion based on the derivative of the phas...
	VII. CONCLUSIONS
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	I. INTRODUCTION

	Undesirable distance relay operation during abnormal power system conditions have contributed to ...
	II. NEW CRITERIA FOR A DISTANCE RELAY SCHEME

	The criteria which may be combined with conventional distance relay methods vary for different ty...
	Fig. 1. A small transmission system during normal operation.
	(1)
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	When a three phase fault occurs at node F the voltage and current can be written as in (3) and (4...
	(3)
	(4)

	Immediately before and after the fault the phase angle of the internal generator voltage may cons...
	Fig. 2. Possible behaviour of the characteristic angle j of the apparent impedance as seen by a d...

	In case of some specific relations between the pre-fault operating point, the fault location and ...
	III. A ZONE 3 DISTANCE PROTECTION SCHEME

	In figure 3 a scheme for a zone 3 phase to phase relay is proposed. To initiate a trip signal not...
	Fig. 3. Zone 3 scheme for a phase to phase distance element.

	When a phase to phase fault occurs in the protected area the traditional distance element will be...
	IV. SIMULATION

	Simulations have been performed using SIMPOW [8] and a test system introduced in [5]. The protect...
	Fig. 4. Test system.

	Initially the MIDDLE and SOUTH areas are heavily loaded with large power transports from the MIDD...
	Fig. 5. The voltages at bus 3 and bus 34.
	Fig. 6. RX-diagram for relays A and B.

	If the performance of the scheme is further analysed we can see that when the initial 3 phase fau...
	Fig. 7. The derivative of the phase angle of the current as seen by relays A and B.
	Fig. 8. The derivative of the voltage at bus 3.

	An increased relay security is achieved by adding block 4. Assume that a too narrow setting is gi...
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